Noname manuscript No.
(will be inserted by the editor)

Atmospheric propertiesand the ENSO cycle: models ver sus observations

Sjoukje Y. Philip - Geert Jan van Oldenborgh

Received: date / Accepted: date

Abstract Two important atmospheric features affecting themospheric response to SST and the dependence of noise on
ENSO cycle are weather noise and a nonlinear atmospherioe background SST influence the El Nifio/La Nifia asym-
response to SST. In this article we investigate the roles ahetry.
these atmospheric features in ENSO in observations and ¢
pled Global Climate Models (GCMSs).
We first quantify the most important linear couplings be-
tween the ocean and atmosphere. We then characterize at-
mospheric noise by its patterns of standard deviation and |ntroduction
skewness and by spatial and temporal correlations. GCMs
tend to simulate lower noise amplitudes than observationghe El Nifio — Southern Oscillation (ENSO) is one of the
Additionally we investigate the strength of a nonlinear re-most important climate modes on interannual time scales.
sponse of wind stress to SST. Some GCMs are able to sinthis climate phenomenon has been extensively studied in
ulate a nonlinear response of wind stress to SST, althoudboth observations and models. The basic linear physics of
weaker than in observations. These models simulate the mahe ENSO cycle is well understood, but more work is re-
realistic SST skewness. quired on the physical mechanisms determining irregular-
The influence of the couplings and noise terms on théties and asymmetries, e.g., El Nifio events are in general
ENSO cycle are studied with an Intermediate Climate Modelarger than La Nifia events. For example, two candidate mech
(ICM). With couplings and noise terms fitted to either ob-anisms for asymmetries and irregularities in the ENSO cycle
servations or GCM output, the simulated climates of thghat have been proposed are nonlinear internal dynamics and
ICM versions show differences in the ENSO cycle similarstochastic forcing.
to differences in ENSO characteristics in the original data  Differenttypes of nonlinear internal dynamics have been
In these model versions the skewness of noise is of mingtudied. Jin et al (2003) claim that nonlinear dynamicathea
influence on the ENSO cycle than the standard deviation dhg is an important nonlinearity in the eastern Pacific. In
noise. Both the nonlinear response of wind stress to SSthe Cane-Zebiak model of ENSO (Zebiak and Cane 1987)
anomalies and the relation of noise to the background SS& nonlinear coupling exists between sea surface tempera-
contribute to SST skewness. ture (SST) and the thermocline depth. Furthermore, the wind
Overall, atmospheric noise with realistic standard deviStress response to SST anomalies is not linear everywhere,
ation pattern and spatial correlations seems to be immrtaﬁ”d noise components in the wind that drive anomaliesin the

for simulating an irregular ENSO cycle. Both a nonlinear at-0cean can depend strongly on the background SST, like in
the model of Kleeman et al (1995). Nonlinear analysis meth-

ods such as nonlinear principal component analysis have
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and that the ocean is sensitive to the spatial coherence pfoperties between observations and GCMs influencing the
noise fields. More recent studies focus on the interactioENSO cycle?
between ENSO and the atmospheric variability at shorter This question is answered in two steps, the methodol-
timescales such as the Madden-Julian Oscillation (MJO)Ygy of which will be explained in detail in Section 2. In
and westerly wind events (WWES) in both observations (e.gSection 3 we directly compare atmospheric noise terms of
Lengaigne et al 2003; Vecchi et al 2006; Kug et al 2008a)GCMs with atmospheric noise terms of observations. Sec-
and coupled models (e.g. Lengaigne et al 2004). Some stutlen 4 compares nonlinearities in the description of thecatm
ies prescribe noise with an idealized structure in modelsphere of observations with GCMs. The influence of noise
(Eisenman et al 2005; Gebbie et al 2007; Tziperman and Yand nonlinear terms on the ENSO cycle is described in Sec-
2007), others use Principal Component Analysis (Zavalation 5. Finally, conclusions are drawn in Section 6.
Garay et al 2003; Perez et al 2005; Zhang et al 2008).

The latest generation of coupled climate models can pro- ) o
duce a climate in which ENSO-like behavior is present, bug Me&thod of investigation

improvements could still be made. Most climate models still he f K sketched in Fi d ibe th
do not capture for instance SST skewness: the fact that Lye use the framework sketched in Figure 1 to describe the

Nifia events occur more frequently but are weaker than NSO cycle. In this simplified model coupling strengths are

Nifio events, see also Figure 10. Among the current genergfItecj from observations and five GCMs. The atmospheric

tion of models even the most reliable coupled models Sho\&es_polnse to eqhuatorlaIdSIST anomalies |s_gescr:1r|bed bY ahsta-
large differences (e.g., van Oldenborgh et al 2005; Guilyar tstical atmosphere model. Here, we consider the atmospher

2006). It is an open question to what extend linear or nonSomponent that is dynamically most important, the zonal

linear feedbacks or noise terms are responsible for thése dlvvind stress %) (_Philander 1990). Heat ﬂuxes pla_\y a role
ferences as well, but are implemented as a damping term in the SST
Philip and van Oldenborgh (2008) show that the nonlin_equation.A nonlinear atmospheric response is describtad wi
ear response of wind stress to SST anomalies largely influa} second order term in the statistical atmosphere model. The
. noise is defined as the residual of the observed or GCM
ences the ENSO cycle in terms of SST skewness. Further- . . : .
odeled wind stress minus the quantity described by the

more, the noise terms, defined as the wind stress residual : - . S .
. - .. ?nonhnear) statistical atmosphere. This noise is desdrib
a (nonlinear) statistical atmosphere model, are desciibed by the first two non-zero statistical moments: standard de-

terms of standard deviation, skewness, spatial correlsitio ;. . o .
. . viation and skewness. This description does not include a
and temporal correlations. These noise terms do depend g

the background SST. With an Intermediate Climate Modeff)]/namical structure in the noise terms. However, the ocean

(ICM) for the Pacific Ocean in which feedbacks and noiseacts as a low pass filter. When the ocean model used in this

terms are fitted to weekly observations this study shows thaSLt udy (see later) is forced with observed wind stress it show

the spatial coherent field of noise in terms of standard de§'mllar SST characteristics compared to when the model is

L . o . forced with noise characterized as above.
viation strongly influences SST variability. The noise skew . . .
o . The other main couplings between zonal wind stress,
ness has only a minor influence. Furthermore, the nonline . :
. . ST and thermocline dept4y) are fitted separately. The
response of wind stress to SST anomalies affects SST skew-_ . . ) e
: resulting set of coupling strengths describes all intévast
ness most, followed by the dependence of the noise standar - .
L inthe conceptual ENSO model shown in Figure 1. Figure 1a
deviation pattern on the background state. . L . ;
shows the linear approximation, Figure 1b describes the non

| Asdt_:oupled g_lobal_cr:m;]ate kr)nodel:; (GCMs) St':l ShOV_V linear components that have been included in this study: the
arge discrepancies wit _t e observed ENSO cycle we Nhternal nonlinear response of wind stress to SST and the
vestigate the differences in these modeled processes-and gt o nal noise terms

mospheric noise terms compared to the observed ones as In the next subsections we first describe how the cou-

gxgmlneg a selection of five cogpled GC_MS that most re"?‘bve explain how these were used to infer the influence of the
istically simulate ENSO properties and linear feedbacks ”&tmospheric properties on the ENSO cycle

the ENSO cycle, (see also van Oldenborgh et al (2005) and

Section 2.3). We build linear, coupled ICM versions of these

GCMs so that the dynamics are much easier to understang.j Fitting the couplings and noise of the ENSO cycle

With these ICM versions we are able to study the influence

of additional noise properties or nonlinear terms on the-cha To start with, all linear and nonlinear couplings betwegn

acteristics of the ENSO cycle. SST andZ,g and atmospheric noise terms as shown in Fig-
The question addressed in this paper is: what are there 1 are separately fitted to observations and GCM output.

mostimportant similarities and dissimilarities in atmbsgc  The linear feedbacks include a linear statistical atmosgphe
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Fig. 1 The main feedbacks between wind stresg, (SST and thermocline depté4) in the ENSO cycle and the external noise term. a) linear
feedbacks and b) the contribution of noise properties antimear terms examined in this study.

and a linear SST anomaly equation (investigated by van Old- Apart from the statistical atmosphere and SST equation,
enborgh et al (2005)) and a Kelvin wave speed. In this papehe extended Gmodel consists of a linear 1.5-layer reduced-
we extend the study with a description of the noise termsgravity ocean model. It solves the shallow water equations
Furthermore the characteristics of couplings fitted to GCMZGill 1982). The model domain ranges from°30to 30N
will be compared in some more detail with the characterisand 122E to 292E, on a 2 x 1° longitude-latitude grid
tics of the fitted couplings of observations. with realistic coast lines. The ICM is driven by wind stress
The noise terms of both observations and GCMs are chamoise obtained from the statistical atmosphere model.
acterized by two-dimensional standard deviation and skew- Simulations are performed with these six versions of the
ness patterns and spatial and temporal correlation. In addéxtended Gmodel. Nonlinearities and noise charactesistic
tion to the linear feedbacks the nonlinear, second order reare added one by one. Using these tuned reduced models
sponse of wind stress to SST is investigated. Subsequentlye estimate the influence of the similarities and dissirilar
the relation between noise and the background SST is chdies of atmospheric noise and the nonlinear response of wind
acterized. (The exact method of fitting the couplings andstress to SST described in Section 2.1.
noise terms with governing equations will be described in
Sections 3 and 4.)
Once all components of the conceptual model are chag-3 Data
acterized for both observations and different GCMs, thaser ) . )
of GCMs are compared to the observed characteristics. ThigPservations (OBS) are approximated by two reanalysisetta

shows to what extend the atmospheric noise and the nofor the statistical atmosphere and the noise terms, monthly
linear response of wind stress to SST anomalies of modefgRA-40 data (Uppala et al 2005) have been used. The ocean
correspond with the observed characteristics. parameters are fitted to the monthly SODA 1.4.2/3 0c¢ean

reanalysis dataset (Carton and Giese 2008).
The set of GCMs we use in this study is a selection
of five climate models that were available in the CMIP3-
2.2 Influence of couplings and noise on the ENSO cycle  archive. The selection consists of GFIIM2.0 (GFDL2.0),
GFDL_CM2.1 (GFDL2.1), ECHAM5/MPI-OM (ECHAMb),
The influence of atmospheric noise and the nonlinear Wi“‘l”i/llROC3_2(medres) (MIROC) and UKMO-HadCM3 (HadCM3).
stress response to SST on the ENSO cycle is studied with afhese models were found to have the most realistic descrip-

Intermediate Complexity Model (ICM). This ICM is based tjon of the linear feedbacks defined in Figure 1a (van Old-
on the so called Gmodel (Burgers et al 2002; Burgers andnporgh et al 2005).

van Oldenborgh 2003). The extended version of the Gmodel
uses a more comprehensive conceptual model of ENSO than
the original one (Figure 1b). 3 Noise propertiesand coupling strengths
For a selection of five GCMs and for observations (see
Section 2.3) the fitted components are coupled together, r&he main components in the conceptual model (Figure 1)
sulting in six versions of the extended Gmodel. are: a statistical atmosphere model, atmospheric noige pro



erties, an ocean model and an SST equation. Each of thetime-correlation also strongly influences the amplitude of

will be fitted and discussed separately in the next four sSUbENSO. The skewed nature of the zonal wind stress may

sections. have an effect on the ENSO skewness. Therefore the time-
dependent noise fields are parameterized by the following
statistical properties: standard deviationix,y), skewness

3.1 Statistical atmosphere model S(x,y), spatial correlation lengthay(x,y) anday(x,y) and

_ ) o temporal correlatiomy (X, ).
The atmosphereis described by a statistical atmospherelmod g y,e gra-40 reanalysis the noise the standard devia-
with as basis for SS equal-sized boxes along the equatory;, is shown in Figure 2 (left panels). Near the equator the

'(;1 5 SBS);\I ;tﬁOUEI'_ 8CPW.tZt(_)rj[_aI vlvmtd streis anomofilllles are hoise standard deviation is highest in the West Pacific where
escribed with a inear statistical atmosphere modet as a dfemperatures are highest. The variance of the noise ireseas

rect response to SST anomalies (e.g. Von Storch and Zwie(,ﬁth latitude
This structure is well captured by the five GCMs, but in

2001,88.3):
(X, y,t) = c ALi(x,Y)T/ (t) + £1(x, yit) (1) general with a much lower amplitude on the equator and a
T i; I e higher amplitude off the equator (Figure 2). Compared to

wheret.(x,y,t) is the domain-wide zonal wind stress anomalE}RA'A'o’ the standard deviation of the noise in the GFDL2.1

andT;/(t) are SST anomalies averaged over separate regio . .
i = 1,2,....n. The patternsy;(x,y) are the domain-wide at higher latitudes. However, for GFDL2.0 and ECHAM5

wind stress patterns corresponding to these SST anomaliég.e standard devigtion Is glmost 40% lower near the quator
The termes (x,y,t) denotes the stochastic forcing by randomand stronger at higher latitudes, 40% and 20% respectively.

wind stress variations. A next section is devoted to the propln the HadCM3 model the noise amplitude most notably dif-

erties of this noise term. The subscript 1 refers to the h'neafers from ERA'4O near the equgtor, with an underestimation
model (see later). of 40%. Finally, the atmospher_lc g(_)mponent of 'Fhe MIROC
The wind stress patterns of ERA-40 resemble a Gill re_model generat.es the least varlaplllty in zon.al wind stréss a
sponse (Gill 1980): fon — 3, the linear wind response to a the equator, with a standard deviation that is more than two
positive SST anomaly in the central box is directed eastwarHmes lower at the equator than that _Of ERA'4O' o
in the West Pacific and westward in the East Pacific. Details 1he skewness of the ERA-40 noise is shown in Figure 2
such as the relative strengths of the equatorial responses a(fight panels). In the warmer West Pacific strong, short time
the off-equatorial structure differ from the Gill-type fem. scale WWEs occur frequently. These cause the distribution
In the five GCMs the strength of thg response to SST of zonal wind stress to be positively skewed. The skew-
anomalies is in general weaker and the off-equatorial strud1€SS reaches values up to 1.0 in this area. The GFDL2.0
tures differ. A detailed description of all wind stress pats ~ M0del is very similar to ERA-40. Also, the noise of both
is given by van Oldenborgh et al (2005). the GFDL2.1 and ECHAMS5 models is positively skewed in
With this description of the atmosphere the three windn€ West Pacific, although too strongly. The HadCM3 and
stress patterns correspond to an SST anomaly in one of theddROC models do not generate significant skewness in the
three boxes only, and they are insensitive to the SST anomR0iSe. The latter two models therefore do not generate fea-
lies in the other two boxes. In the GCM data, a zonal shiffures which resemble the observed WWEs.
of the boxes would result in a zonal shift of the patterns The spatial and lag one time-correlations are estimated
Aqi(x,y). Curiously, this is not the case in the ERA-40 data,at 25 equally distributed locations betweeriS@CON, 122E-
where for any index region the pattern always resembles &72°E, that is, 5 locations zonally times 5 locations merid-
linear combination of the responses to the Nifio3 and Nifiodonally, capturing the main features in the entire basim. Fo
indices. As it is unclear whether this is a model error or 8ERA-40 the spatial correlation length varies very littlerfr
lack of observational data we use the same three boxes 8§ degrees in longitudey) and varies between 6 (between
defined above throughout. 10°N and 10S) and 8 (higher latitudes) degrees in latitude
(ay(y)). For the GCMs the spatial correlation is slightly lower:
ay = 24 (20 for ECHAMS) anday = 4.
3.2 Noise properties of wind stress A good approximation of the time-correlation coefficient

at lag one montlay (x,y) is given by a function that varies

In Eq. 1, the noise1(xy,t) is defined as the part of the |inaary along the equator and exponentially along the dheri
wind stress anomaly that is not described by the statisticaghnais as

atmosphere model. From Blanke et al (1997) we learn that
noise amplitude and spatial coherence influence the ENSO 1—(X—xw) _ /12
cycle. Burgers and van Oldenborgh (2003) show that th&1(%Y) = 0'5516(x5—xw)e v (2)

odel is only 20% lower near the equator, and 40% stronger
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Fig. 2 Standard deviation [T®Nm~2] (left) and skewness (right) of atmospheric noise. The tapafs show noise characteristics for ERA-40
reanalysis data, the other panels show the characteristizsise of GCM data.

with X,y ranging between the boundaries of the domain 3.3 Reduced gravity shallow water model
Xw, Ys andyyn. This gives correlations around 0.45 near the

equator and 0.1 near the northern and southern edges of tkl‘ﬁe response of thermocline anomali&g to zonal wind
domain. The averags autocorrelation of zonal wind stresgirass anomalieg (x,y,t) (see Figure 1a) is captured by the
averaged over the Nino34 regior’{8 SN, 190°E: 240E)  gp5)10w water equations. The one free parameter of the re-
is shown in Figure 3. duced gravity ocean model that is used solve these equations
is the Kelvin wave speed (Burgers et al 2002). This Kelvin
The temporal correlations of zonal wind stress noise irwave speed is fitted to optimize ocean dynamics in the six
the GFDL2.0, GFDL2.1 and HadCM3 models are comparaun-coupled versions of the extended Gmodel. Values range
ble to that of ERA-40. In the ECHAMS5 and MIROC models between 1.9 ms' for HadCM3 to 2.5 ms? in the obser-
the temporal correlation is almost zero. vations (see Table 1). All the models show a lower Kelvin



1 ' ' "ERAZD —— are shown in Figure 4. For observed couplings the SST vari-
CFDLZS ability caused by thermocline anomalies) s strongest in

0.8 the East Pacific where the thermocline is shallowest. The

response of SST to wind stress anomaljgsflays a role

in SST variability in both the eastern and central Pacific.
The absolute damping/)is strongest in the east Pacific, but
compared to the other terms damping is very large in the
West Pacific. For more details see also Philip and van Old-
enborgh (2008).

Although the GCMs were selected on having fairly real-
istic couplings along the equator, there are differencéis wi
the couplings derived from observations. Most models have
02 n 5 5 n 5 SST variability caused by thermocline anomalies that is ex-

lag [months] tended somewhat farther to the north in the East Pacific and

Fig. 3 Temporal auto-correlation of the zonal wind stress noise avt0 the west. For HadCM3 the strongest response is confined
eraged over the Nifio34 region. For three GCMs the time tdiom  to the coast. The response simulated in the MIROC model
coefficient at a lag of one month is comparable to that in ERA&t s glightly smaller than observed. The fitted responses of
f;:g’;'figgtlfﬁggtt?;gcHAM5 and MIROC models this tempaval ¢ SST to wi_nd stress a_nomalies show only small differen_ces.

The most important differences are a weaker response in the
central to western Pacific for GFDL2.1, a 10% stronger re-
sponse for HadCM3 and a response for MIROC that is 20%

0.6

correlation
o
n

0.2

Tablel Fitted shallow water Kelvin wave speed

Model clms™] weaker in the East Pacific and 20% stronger in the West Pa-
OBS 25 cific. The modeled damping is in general about 25% weaker,
gigtg-g 2(13 with minor differences from the pattern of damping derived
ECHAMS 20 from reanalysis data.

HadCM3 1.9

MIROC 2.0

4 Nonlinear extensions

wave speed, i.e., a smaller density gradient across the théh this study we consider two non-linear extensions to the
mocline, than the observed value. atmospheric component discussed in the previous section: a

second order term in the statistical atmosphere and the de-
pendence of wind stress noise on the background SST (see
Figure 1). Non-linearities in the ocean model are not yet

3.4 SST equation :
considered.

The response of SST tj(x,y,t) andZ), (see Figure 1a) is
described with a local linear SST anomaly equation:

dr’ (X,Y,t) = a(X,y) Zoo(X,y,t — &) +
at oYt = oY) L2006 %, The nonlinear response of wind stress to SST is represented
+ B(X,Y) T(X,y,t) — y(X,y) T'(x,y,t), (3) by the second term of a Taylor expansion in the statistical

, . atmosphere model:
wherea is the SST response to thermocline anomals,

. . . . e n

is the dlre_ct SST response to Ioca_l wind va_rlablllty and T (xy,t) = ZAz,i(X,Y)Ti/(t) T

is a damping term. The SST equation explains most of the £

variance of SST between approximateis8 &N. Outside m

this region values of the parameters are tapered off to very + ) Bj(x, Y)T2(t) + €2(x,y:t) 4)

small values foro and 3 and to intermediate values for =1

A more detailed description of the SST equation parametenghere the pattern&, i (x,y) andex(x, y, t) differ only slightly

is given in van Oldenborgh et al (2005) and Philip and varfrom Aq j(x,y) andé&i(x,y,t) in Eq. 1. The patternB;(x,y)

Oldenborgh (2008). are the domain-wide wind stress patterns corresponding to
The two-dimensional coupling parameters used for thehe squared SST anomalies in the boxes 1,2,...,m. As

six versions of the ICM are fitted from ERA-40/SODA data the nature of the data allows for at most three boxes, in this

and from the five selected GCMs. The coupling parameterstudy we chose to match these boxes with those of the linear

4.1 Statistical atmosphere model
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Fig. 4 2-dimensional parameters as described in the SST-equgEipn3), for ERA-40 (top panels) and GCM output. Ledt; the SST re-
sponse to thermocline anomaliesRmtmonth 1]. Center:3, the SST response to wind variability [L00KPaonth1]. Right: y, the damping
[month1].

representation, wittn = 3. Note that with the addition of zone is enlarged resulting in an enhanced positive response
the second order term in the statistical atmosphere model tirhis results in an enhancement of the westerly anomalies
first two non-zero statistical moments of the nagséx,y,t)  during El Nifio. During La Nifia the convection zone is re-
also change slightly. duced which leads up to reduce the negative response, again
As the SST variability in the western box is small the resulting in a net positive contribution (e.g., Philip arahv
patterndB; (x,y) are obscured by noise. The patteBagx,y) ~ Oldenborgh2008). Kessler and Kleeman (1999) already stiowe
are very small compared By (x,y) and therefore in Figure 5 this phenomenon of a rectified SST anomaly additional to
only the nonlinear responses of wind stress to SST in théhe linear response in a much simpler model.
central boxes of ERA-40 and the GCMs are shown. The negative response just north of the equator in the
For ERA-40 the maximum (eastward) second order windMest Pacific shows the opposite effect. There El Nifio causes
stress response to SST anomalies is situated just east of taessmaller eastward wind stress response as the distance to
mean edge of the warm pool, here defined as the°28.5 the edge of the warm pool increases. During a cold event,
isotherm. The nonlinear response shows the effect of theith the edge of the warm pool closer to that location, the
change in background SST. During El Nifio the convectiorwestward wind stress response to SST is larger.



The GFDL2.0, GFDL2.1 and ECHAMS models do showtions in all three GCMs. The difference in skewness of HadCM3
this effect of convective activity in the patterns. The pat-and MIROC noise is not considered, since the noise shows
terns are more sensitive to the exact location of the boxeso significant skewness to begin with.
than in ERA-40. Since in these models the edge of the warm
pool is too far westward, the nonlinear response of wind t
SST is also farther westward. One can also recognize th
fact that SSTs are more symmetric around the equator ig

- o far, all couplings and the noise shown in Figure 1 have
these patterns. However, only GFDL2.1 exhibits a responsg . :
. . . Deen fitted to observations and GCMs. We compared these
with strength similar to ERA-40. For GFDL2.0 the maxi- | o o< of observations with properties of the GCMs. We
mum response is twice as weak and for ECHAMS the re-p b brop )

) . now want to validate the approach and check that the lin-
sponse is even more than twice as weak. HadCM3 shows al- bp

o . " ear reduced models capture the main characteristics of the
most no positive nonlinear response. The positive response oo cycle. This is achieved by tuning our ICM using the

for MIROC is north of the equ_ator. Note that GFDL2.0 anOIdiagnostics corresponding to each of the five GCMs or ERA-
HadCM3 also show the negative responses off the equator.

The ENSO cycle

40/SODA data.
First, linear versions of the reduced model are built and
4.2 The relationship between noise properties and examined for the ability to capture the most important ENSO
background SST properties as manifested in the original GCM or reanalysis

data. Next, atmospheric nonlinearities are added in oader t

In the description of noisey(x,y,t) or &(x,y,t) in terms investigate their influence on the ENSO cycle. These non-
of standard deviatioor(x,y) and skewnesS(x,y), the noise linearities include a realistic representation of the gkess
does not depend on the background SST. A simple methoaf the noise, the nonlinear response of the statistical atmo
for obtaining an SST dependency is to split the noise timesphere and state dependent noise characteristics. For each
series into three equally likely categories where backgdou combination of parameter settings the ICM is run for 400
SST conditions of the central box are warm, neutral or cold/ears, with a spin-up time of 10 years.
respectively. The standard deviation and skewness are then Several ENSO characteristics will be discussed. These
calculated for noise in each category separately. include the first EOF of SST anomalies (EOF1), the spec-

Results for ERA-40 are shown in Figures 6 and 7 (toptrum of the corresponding principal component (spectrum),
panels). Changes are described with respect to the neuttthle amplitude, defined by the maximum standard deviation
phase, and only significant changes are discussed. Durirg the SST in the East Pacific (off the coast), and the skew-
the El Nifio phase the amplitudg(x,y) of the noise isupto ness of SST. The EOF1, amplitude and SST skewness have
65% stronger in the West Pacific. During La Nifa the dif-small random error margins in the ICM runs. With the decor-
ference in amplitude is much smaller. Contrary to what weelaton scale of SST of 6 months, errors in amplitddend
expect, the small change indicates up to 25% larger noisskewnes$Sbecome 0.08 and 0.09 respectively. The width
amplitudes in the central to western Pacific. The skewnessf the spectra are robust, but single peaks cannot be inter-
of the noise indicates that westerlies are spread out overmeted in terms of dynamics.
larger area just south of the equator during El Nifio. The Some constraints have been implemented in the ICM
stronger noise skewness during neutral conditions than duruns. The thermocline is forced not to outcrop above the sur-
ing El Nifio conditions has been suggested to play a role ifiace. Furthermore, since the response to the western box in
initiating the onset of an El Nifio (Kug et al 2008b). The the nonlinear statistical atmosphere is not discernitdenfr
positive skewness during cold conditions is much lower andampling noise, this 'signal’ is included in the noise char-
more confined to the West Pacific. acteristics. The quadratic term of the statistical atmesph

Differences in GCM noise are described in the light ofis the only nonlinear term in the central Pacific, and in the
ERA-40 results. The changes in noise amplitudes (Figure GCMs this term is never compensated by nonlinear damping
of the warm phase from GFDL2.0, GFDL2.1 and ECHAMS5 terms. Therefore we cut off the nonlinear statistical atmo-
resemble the differences seen in ERA-40, although for GEDgghere term at an SST anomaly indextK, which corre-
the change is larger, namely 100%. Differences in the noissponds to a fairly strong El Nifio/La Nifia. Without this re-
amplitude of HadCM3 and MIROC are much smaller. Forstriction the ICM results would sometimes diverge because
the cold phase, GFDL2.0, GFDL2.1 and HadCM3 show &of the fixed positions of the patterAg;(x,y) andBz(X,y) in
small increase in noise amplitude of about 20%, similar tahe statistical atmosphere that strengthen the positee-fe
observations. For GFDL2.0, GFDL2.1 and ECHAMS5 west-back. The results are not very sensitive to the cut off level.
erlies indeed extend further to the east during El Nifio andrinally, the equilibria of the different reduced models ao¢
are more confined to the West Pacific during La Nifia (Fignecessarily reached for the same mean SST. As the Gmodel
ure 7). However, the skewness is highest for warm condiis an anomaly model, we subtract the mean SST of the ICM
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Fig. 5 Nonlinear responses of wind stress to SST fldm~2K ~2] in the central boxes of ERA-40 and the five GCMs. Positive hers indicate
an eastward wind anomaly. In ERA-40 and in the models thahdw s positive nonlinear response near the equator, thenmseps close to the
(modeled) edge of the warm pool.

runs to become less than 0.15 K. This did not substantiallyre 9). The amplitude of 0.8 K is slightly lower than the
influence the ENSO characteristics. amplitude of the ERA-40 reanalysis (Table 3).

The implementation of zonal wind stress noise genera- Like the OBS-ICM, the GCM-fitted ICMs are found to
tion with these prescribed standard deviation, skewnegs arpe relatively insensitive to the noise skewness. Therefere
spatial and temporal correlation lengths is describedtaide made no distinction between ICM runs with and without re-
in Philip and van Oldenborgh (2008). alistically skewed noise.

Results of the EOFs for the GCM-ICMs can be found in
Figure 8. The first EOFs of ICM runs of GFDL2.1, HadCM3
and MIROC are in reasonable agreement with the corre-
5.1 The ENSO cycle in the linear reduced model sponding GCM EOFs, although the meridional extend in the
MIROC-ICM is clearly too narrow. The conspicuous maxi-
The SST anomaly equation, Kelvin wave speed, linear stanum in EOF1 in HadCM3 in the central Pacific and the far
tistical atmosphere model and specified noise charadtsrist extension of EOF1 to the West Pacific in MIROC are most
are implemented in the Gmodel framework. Without tuningjikely related to the strong response of SST to wind stress
any other parameters, all six fitted reduced models turn onomalies in the central to West Pacific. The first EOFs of
to simulate a climate which captures the main charactesisti GEDL2.0 and ECHAMS in the ICM runs extend too far to
of the ENSO cycle. the East Pacific compared to the GCMs. Spatial correlation

In the observations, the main factor contributing to a recoefficients between the GCM EOFs and the ICM EOFs are
alistic first EOF appears to be a correct characterization dfsted in Table 2.
the standard deviation of the noise, with realistic spatia The spectra (Figure 9) show several striking similari-
relations (Philip and van Oldenborgh 2008). The skewnesses between the ICMs and the GCMs. In most models the
of the noise has only minor influence on the ENSO cyclewidth of the spectra are almost equally broad. Note that
Therefore we now discuss only OBS-ICM experiments withfor the ECHAM5, GFDL2.0, HadCM3 and MIROC mod-
noise described solely by the standard deviation, spatiallels the width of the spectra are similar. The spectrum of the
and temporally correlated. A more detailed discussion®fthGFDL2.1 ICM is more confined than in the GCM run: 2-
ICM fitted to weekly ERA-40 reanalysis data can be found4 years versus 2-6 years. The overall correlation between
in Philip and van Oldenborgh (2008). width of the spectra of the reanalysis data and GCMs and

The first EOF of SST of the OBS-ICM experiment stretcttegir corresponding ICM run is 0.9.
about as far to the West Pacific as in the reanalysis data, Table 3 shows the SST amplitudes. The ECHAM5-ICM
and the meridional extend is smaller than in the reanalysiamplitude is much lower than expected, whereas the HadCM3-
data (see Figure 8). The width of the spectra (at 50% of théCM amplitude is higher than expected. The MIROC-ICM
peak value) show a large similarity, with periods betweeramplitude is also very low, but this is in line with the low
2-7 years for ERA-40 and 1-5 years for the OBS-ICM (Fig-amplitude in the GCM. For MIROC this is most likely re-
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Fig. 6 State dependent atmospheric noise standard deviationAsdbRand GCMs. Percentage of change in noise in the warm phisiseespect
to the neutral phase (left) and in the cold phase with respetie neutral phase (right). Non-significant changes argkethout.

lated to the atmospheric noise, which has a much too lowersions do manifest outliers like the broad power spectrum
amplitude and no temporal correlation. and low amplitude of MIROC SST variability and the iso-

The Kelvin wave speed in the ICMs could be changed iflated maximum of the first EOF in the central Pacific in
order to match the ENSO amplitude in the ICM runs muchHadCM3 SST. The extend to which the ICM SST proper-
better with the original ENSO amplitudes. A change in theties agree with the GCM SST properties is model dependent.
Kelvin wave speed would also shift the peak value of theDetails of SST variability in the coastal zone of South Amer-
ENSO spectrum. We decided to fit the Kelvin wave speedca are not simulated correctly. This is partly the resulaof
for the best ocean dynamics and not for the best ENSO antow model resolution and a relatively simple description of
plitude or period. With a 1.5 layer ocean model our ICMthe atmosphere. Also, ocean nonlinearities are disredarde
consists of only one Kelvin wave speed. It was beyond the  Qverall, we conclude that the linear ICM versions repro-
scope of this article to study the influence of Kelvin wavesduce the characteristics accurately enough to use them for
corresponding to higher order vertical modes. further study: all fitted ICMs turn out to simulate the main

In general, there is a good agreement between the firgtroperties of ENSO. The investigation of the influence of
EOFs and spectra of the GCMs and their corresponding ICMtmospheric properties on these model versions could im-
after fitting only linear coupling strengths. The SSTs of ICM prove the performance of the models.
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(right). Only significant changes are mentioned in the fEike changes in HadCM3 and MIROC noise skewness are not samtifi

Table2 Spatial correlation coefficients (1S: 15N, 140E: 280E) Table3 Measure for the ENSO amplitude as defined by the maximum
of the first EOFs of reanalysis data and GCMs and their cooreipg standard deviation (sd) [K] in the East Pacific for reanalyfata and

ICM run. GCMs and their corresponding ICM run.
data correlation data reanalysissGCM  ICM
ERA-40 0.9 ERA-40 1.2 0.8
GFDL2.0 0.5 GFDL2.0 2.0 14
GFDL2.1 0.8 GFDL2.1 2.0 21
ECHAM5 0.8 ECHAM5 1.9 0.6
HadCM3 0.7 HadCM3 1.5 2.2
MIROC 0.7 MIROC 0.8 0.5

5.2 The influence of nonlinearities on the ENSO cycle been added to the linear ICM. Their influence has been in-
vestigated separately and in combination. Just like thealin

The second order term of the statistical atmosphere modehodel versions, all fitted ICMs turn out to simulate the main

and the relation between noise and the background SST hapeoperties of ENSO. Except for the GFDL2.1-ICM spec-
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Fig. 8 First EOF of SST anomalies of reanalysis/GCMs (left) ande=ponding ICMs (right). Spatial correlation coefficieb&tween the original
and ICM EOFs are listed in Table 2.

trum (see Figure 9), the first EOFs, spectra and amplitudehanges that are significant are be mentioned in the text.
in all ICM runs turn out to be relatively insensitive to the Note that in the linear ICMs the SST can already be skewed
modifications. Therefore in this section only the modeleddue to the non-uniform mean thermocline depth; the East
SST skewness will be elaborated upon. Pacific SSTs are most affected by the constraint that the

In the OBS experiments, the largest changes in the [cMihermocline can not outcrop above the sea surface. Relax-
runs are seen after adding the combination of the nonlinedd this criterion gives a poorer resemblance to the observe
response of wind stress to SST and the relation of noise 85 Skewness. Relative differences between SST skewness
background SST. (This is in contrast to the study by Philip®f the different ICM runs remains the same.
and van Oldenborgh (2008) in which weekly data are used. The SST output of the linear OBS-ICM run is not con-
There the influence of the nonlinear statistical atmosphersiderably skewed. ICM runs with skewed noise show values
has a larger influence on SST skewness than the relation similar to runs where noise has zero skewness. Both the run
noise to the background SST.) Figure 10 shows the skewwith the dependence of noise to the background SST and the
ness of SST anomalies of reanalysis and GCM data, of thein with nonlinear wind response to SST are slightly posi-
ICMs with a linear atmosphere (linear ICM’) and of the tively skewed in the central and western Pacific with values
ICMs with both nonlinearities added (‘nonlinear ICM’). The up to 0.4, and slightly negatively skewed in the West Pacific.
results of the ICMs in which the nonlinearities have beerin the latter run the pattern shows the effect of the negative
added separately are not shown, they are only discussed second order wind stress response to SST. The combination
low. The focus is on the most conspicuous effects. Onlyof the two nonlinearities is almost a linear combinatiorthwi
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Fig.9 Spectra of the principal components of the first EOFs of gaisdGCMs and corresponding linear ICM runs. The speciraife nonlinear
ICM runs are not shown as they are not significantly differieatn the spectra of the linear ICM runs, except for that of GBI with the
nonlinear statistical atmosphere.

positive skewness up to 0.8. For the Nifio34 timeseries thi@indicated by the blue line in Figure 9). Using the state de-
means that the ten largest warm events have a mean anomalgndence of the noise results in a much larger SST skew-
of 1.5 K and the ten largest cold events only reach -1.0 K. ness. A closer inspection of the statistical atmospher@sho
Results for the GCMs are shown in Figure 10. As there ighat a damping term is missing in the ICM analysis, see also
a large diversity of responses the experiments are distuss&ection 5.3. Note that the ICM SST also shows the negative
per model. SST skewness in the West Pacific.
In the GFDL2.0-ICM the negative off-equatorial second

order wind_ stress response tp SST (Figure_5) is reflected in' £ the ECHAMS SST skewness equally large influences

correponding areas of negative skewness in both the GC, g tor the nonlinear response of wind stress to SST and

and the nonlinear ICM. The difference between the poSg,e gependence of noise on the background SST. The com-

itive SST skewness of the linear GFDL2.0 ICM and thep;nation of the terms gives the highest SST skewnesses, but

ICM with nonlinear statistical atmosphere is smaller than js re|atively low compared to observations and to the-orig

expected from the nonlinear response of wind stress to SS{l..; oM. The ICM does not capture the negative skewness

However, differences between other GFDL2.0-ICM runs arg, the West Pacific.

even smaller. The positive SST skewness of 0.5 in the east-

ern Pacific in the ICM is only slightly lower than the GCM )

skewness, but the negative skewness in the West Pacific is 11€ HadCM3-ICMruns display much larger SST skew-

not captured by the ICM. nesses t_han the GCM SSTs. The negative _skewness band_s of
For GEDL2.1 the SST skewness of the linear ICM isthe nonlinear atmosphere are clearly seen in both the nonlin

exceptionally high, and the pattern agrees with the Genpar ICM and the GCM.

skewness pattern. This implies that the interaction of the

thermocline with the surface is an important factor causing Forthe MIROC-ICM runs the largest differences are found

skewness in this model. After adding only the second ordeafter adding the nonlinear response of wind stress to SST.

term in the statistical atmosphere the skewness is somewhahe off-equatorial wind stress pattern results in a smadl po

lower. This model is the only one that shows a shift in theitive SST skewness in the central to western equatorial Pa-

spectrum towards shorter periods with this additional terncific.
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Fig. 10 Skewness of SST anomalies of reanalysis/GCMs, linear ICd/namlinear ICM. The thermocline is constrained not to apcabove the
sea surface. In the linear ICM the linear statistical atrhesp is used and the noise does not depend on the backgrolinth®® nonlinear ICM
runs both the nonlinear response of wind stress to SST amesaaid the state dependence of the amplitude of atmospiwsie are added.

5.3 Discussion on the nonlinear extensions is due to a damping term that is missing in the ICM and
one suggestion is an extra damping term in the statistieal at

In most ICM runs the region of maximum SST skewnessnosphere model. When temperatures in the Nifio34 region

is more towards the west than in the original GCM. Whileexceed 28C in the GCM the zonal temperature gradient

an improvement, the inclusion of atmospheric nonlinezsiti west of 170E changes sign. As a result, west of 1ZQhe

is only a first step towards building fully realistic reducedwind response to SST anomalies then reduces almost lin-

models. A full implementation will also have to consider early, contrary to the general increase of the wind response

nonlinearities in the ocean model. These tend to reduce the larger SST anomalies. The definition of the statistical at

skewness in the central Pacific (Philip and van Oldenborgmosphere model used so far is thus no longer valid.

2008), and increase it in the eastern Pacific (e.g., Jin et al

2003). Both the state dependence of atmospheric noise and the
The ENSO of the GFDL2.1-ICM is clearly too regu- second order term in the statistical atmosphere of HadCM3

lar in comparison with the original GCM. Moreover, this are small. Nevertheless, the nonlinear statistical atimesp

is the only ICM in which the period changes when addingsignificantly influences the SST skewness. This is due to the

the nonlinear statistical atmosphere term. Presumabdy threlatively large amplitude of the nonlinear wind resportse t
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SST anomalies in the eastern box compared to the centrafind in the western and central Pacific seem the most im-

box (not shown). portant factors explaining the low ENSO amplitude in this
The results show that the five GCMs contain very dif-model.

ferent nonlinearities in their atmospheric componentsvHo

these relate to the model formulation could be studied sys- SST skewness is influenced by two other characteristics

tematically using a perturbed-physics ensemble such as ti§é the noise fields. First, the skewness of the noise fields

one described in Murphy et al (2004) and Toniazzo et apf reanalysis data is characterized by a positive values in
(2008). the West Pacific (stronger westerly anomalies than easterly

anomalies). Only three GCMs show comparable noise skew-
nesses. Second, the noise depends on the background state.
6 Conclusions In reanalysis data the noise amplitude is larger when SST
anomalies are positive than during neutral SST conditions
This paper tries to show the most important characteristicand the positive skewness extends further to the east. The
in atmospheric properties in observations and GCMs influGCMs do simulate this dependence of noise on the back-
encing the ENSO cycle. We focus on the properties of thgyround SST, but only the GFDL2.0, GFDL2.1 and ECHAM
wind stress noise and the (nonlinear) zonal wind response {@odels show differences of comparable size.
equatorial SST anomalies. The noise is defined as the wind
stress residual of the statistical atmosphere model. @encl  Reanalysis data indicate that SST anomalies in the cen-
sions about this are drawn in two stages. In the first subsedtral Pacific result in an eastward second order wind stress
tion we compare the strength of the couplings in the ENSQesponse near the edge of the warm pool. In the GFDL2.0,
feedback loops and the properties of the noise in GCMs t&FDL2.1 and ECHAMS models we find a similar response,
reanalysis data. In the second subsection we considerthe iwith maxima at locations corresponding to the edges of the
fluence of the coupling strengths and noise on the ENS@odeled warm pools. HadCM3 shows no indications for an
cycle. eastward nonlinear response for both El Nifio and La Nifia,
and in MIROC the eastward response is only north of the
equator. Off-equatorial bands of westward wind stress re-
6.1 Direct comparison of GCMs with observations sponses to SST anomalies in the central Pacific are seen
in reanalysis data. GFDL2.0, HadCM3 and to a lesser ex-

For a selection of five_ GCMs with the most realistic mai”_tend also GFDL2.1 and MIROC show similar off-equatorial
ENSO feedbacks, noise terms and the dependence of noiggngs.

on the background SST have been characterized and com-
pared to the ERA-40 reanalysis. Subsequently, the nonlin-  previous findings stressed the importance of the non-
ear response of zonal wind stress to SST anomalies has begiear atmospheric response to the skewness of SST. Indeed,
characterized. the simplified models that represent this response most real
The amplitude of zonal wind stress noise near the equastically also have the most realistic SST skewness. Result
tor (i.e, wind stress anomalies unrelated to equatorial)SSTrom the GFDL2.1 model show a nonlinear response to SST
is in general lower in GCMs than in the ERA-40 reanaly-with strength roughly equal to the strength in the reanaly-
sis. The difference ranges between 20% lower (GFDL2.13is data. In the same model, the SST skewness pattern re-
to 200% lower (MIROC). Furthermore, the lagged autocorsembles the observed SST skewness pattern quite well. The
relation of the monthly noise fields near the equator is alnonlinear responses of GFDL2.0 and ECHAMS5 wind stress
most zero in the ECHAMS and MIROC models, in contrastto SST are weaker, and so is their calculated SST skew-
to the observed value of 0.4 at lag one month. However, thfess. The wind stress patterns of HadCM3 and MIROC are
pattern of lowest standard deviation in the equatorial Easfery different from the patterns in reanalysis data, andghe
Pacific and higher in the equatorial West Pacific is capturedsCMs do not simulate the observed SST skewness at all.
Also, spatial correlation lengths of noise fields are compar The nonlinear response of wind stress to SST is therefore
ble to observed values. So, models need stronger, coheraRbught to be directly related to SST skewness.
subseasonal variability (see also e.g. Slingo et al 1996; Li
et al 2006). Overall, the standard deviation and time-correlation of
Low standard deviations and temporal correlations of thehe noise are in general underestimated. Three models sim-
wind stress noise influence the ENSO amplitude. Compamlate noise skewness and the dependence of noise on the
ing the GCMs to each other, the MIROC model has indeethackground SST with strengths comparable to those in ERA-
by far the lowest ENSO amplitude. As the other coupling40 reanalysis data. The three models with the most realistic
strengths of the ENSO cycle deviate less from observationsionlinear response of wind stress to SST appear to simulate
the low variability and temporal coherence of the westerlythe best SST skewness.
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6.2 Comparison of the ENSO cycle in GCMs with and spectrum of the corresponding time series quite well. In
observations using reduced models both observations and GCMs, the influence of the skewness
of noise has a smaller influence on the ENSO cycle than the
To study the impact of the coupling strengths and noise propstandard deviation of the noise. For monthly observations
erties on the ENSO cycle, the fitted parameters are used tmth the nonlinear response of wind stress to SST anomalies
make six versions of an ICM, corresponding to the observaand the relation of noise to the background SST contribute
tions and the five GCMs under study. These reduced modets SST skewness. GCMs that simulate a nonlinear response
can simulate the main properties of ENSO in observationsf wind stress to SST anomalies in general agree on this,
and GCMs. The first step includes the direct feedbacks analthough the relation of noise to the background SST is rel-
noise characteristics. Later, the nonlinear response od wi atively more important in the climate models.
stress to SST and the relation of noise to the background With this analysis a step forward has been made in build-
SST are added to these linear ICM versions. ing a realistic reduced model that describes the obsenatio
Analyses of the SST output of the linear ICMs show thatand GCMs in the equatorial Pacific region. There are still
the first EOFs are approximated reasonably well. The widtherms to be added in order to refine the ICMs. Further in-
of the spectra of the corresponding principal componeats avestigation per model is needed in order to refine the results
reproduced well by the reduced models, although the posiFhis will result in better understanding of the dynamics and
tion of the peak is sometimes shifted. These ENSO propein improvements in models and model predictions.
ties do not change significantly after adding either the non-
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