
Triennial  Scientific Report | 1

Triennial Scientific Report
2007 -2009
KNMI Research 



2 | Triennial Scientific Report



Triennial  Scientific Report | 3

Preface  4

Introduction  5

Highlights
	 Sea	ice	extent	from	satellite	microwave	sensors		9
	 Observing	the	surface	energy	budget	at	Cabauw:	A	status	report		15
	 Recent	developments	in	KNMI’s	surface	observing	methods		21
	 High	resolution	observations	for	climate	change	monitoring	of	extremes		28
	 Regional	differences	in	the	extreme	rainfall	climatology	in	the	Netherlands		34
	 Linking	changes	in	hourly	precipitation	extremes	to	the	Clausius-Clapeyron	relation		39
	 Extreme	rainfall	climatology	from	weather	radar		44
	 Monitoring	bird	migration	by	weather	radar		50
	 Infrasound	and	seismology	in	the	Low	Frequency	Array	LOFAR		56
	 TROPOMI:	Sensing	the	Troposphere	from	Space		62
	 The	central	role	of	the	tropics	in	the	methane	life	cycle		68
	 The	statistical	mechanics	of	turbulent	flows		73
	 Technological	developments	in	scientific	data	exchange:	
	 	 recently	developed	portals,	services	and	networks	at	KNMI		79
	 A	Monitoring	and	Forecasting	System	for	Atmospheric	Composition:	The	GEMS	Project		85
	 Air	quality	monitoring	and	forecasting	in	China		90
	 The	prediction	and	occurrence	of	aircraft	lightning		encounters	at	Amsterdam-Schiphol	Airport		96
	 Improved	and	tailored	low	visibility	forecasts	for	Amsterdam	Airport	Schiphol		101
	 EC-EARTH:	goals,	developments	and	scientific	perspectives		106
	 High-end	climate	change	scenarios	for	flood	protection	of	the	Netherlands		112

Appendices
	 Organisation	chart		119
	 Publications	per	division		120
	 	 Weather	Research	and	Development		120
	 	 Climate	Observations		128
	 	 Global	Climate		134
	 	 Regional	Climate		139
	 	 Chemistry	and	Climate		145
	 	 Climate	Services		149
	 	 Seismology		153
	 	 R&D	Information	and	Observation	Technology		155

Acronyms  156

Contents



4 | Triennial Scientific Report

The	Royal	Netherlands	Meteorological	Institute	(KNMI)	is	known	mainly	for	its	weather	forecasts	
and	warnings,	but	in	its	capacity	as	the	national	knowledge	and	data	centre	for	weather,	climate	
and	seismology,	it	performs	also	many	research	activities	on	these	subjects.

In	fact,	the	Law	on	KNMI	that	has	been	accepted	in	Parliament	in	2002,	explicitly	states	that	it	is	a	
task	of	KNMI	to	perform	research.

These	research	activities	are	of	both	applied	and	fundamental	nature,	and	are	focused	on	
observations,	modeling,	and	understanding	weather	and	climate.	They	lead	to	scientific	
publications	in	peer-reviewed	journals,	about	100	per	year,	and	to	various	development	activities	
and	services	for	external	and	internal	users,	such	as	the	development	of	numerical	weather
and	climate	models,	the	performance	of	remote	sensing	and	in-situ	observations,	and	the	
construction	of	climate	scenario’s	for	the	Netherlands.

This	report	aims	to	give	a	representative	overview	of	this	quite	extensive	range	of	research	
activities	as	carried	out	in	the	years	2006,	2007	and	2008,	written	in	a	style	that	should	be	
accessible	also	for	the	interested	layman.

This	Triennial	Report	has	been	preceded	by	six	Biennial	Reports.	We	have	changed	the	length	of	
the	reporting	period	from	two	to	three	years,	as	in	this	way	the	timing	of	the	scientific	reports	
becomes	the	same	as	that	of	the	scientific	evaluations	of	KNMI’s	research.	Our	research	is	
evaluated	externally	once	every	six	years,	and	every	three	years	a	self-evaluation	is	produced.		
The	latest	self-evaluation	covers	the	period	2007-2009,	and	in	the	autumn	of	2010	an	external	
evaluation	will	be	carried	out	for	the	period	2004-2009.

In	this	respect	I	want	to	thank	the	members	of	the	KNMI-Board	(‘KNMI-Raad’),	which	is	a	
committee	with	external	members	with	whom	I	discuss	a	few	times	per	year	general	aspects	of	
the	organization	of	KNMI’s	research	and	its	quality.

When	you	have	read	this	report,	I	hope	you	can	understand	why	I	am	so	proud	of	KNMI’s	research!	
I	wish	you	a	pleasant	reading.

September	2010

Dr.	Ir.	Frits	J.J.	Brouwer
Director	General	KNMI

Preface
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In	this	Triennial	Scientific	Report	an	overview	is	presented	of	the	research	activities	carried	out	by	
KNMI	in	the	period	2007-2009.	KNMI’s	research	is	focused	on	the	subjects	of	weather,	climate,	and	
seismology,	and	on	the	information	and	observation	technology	that	is	related	to	these	subjects.	
This	report	covers	a	broad	range	of	subjects,	covering	the	chain	from	observation	to	modeling,	
analysis,	understanding	and	advice.

KNMI’s	research	aims	to	maximize	its	benefits	for	society.	KNMI	provides	advanced	scientific	
knowledge,	observations	and	advice	on	the	global	climate	system,	substantiating	the	efforts	of	
the	Dutch	government	to	protect	the	Netherlands	to	the	impacts	of	severe	weather	and	climate	
change.	In	this	capacity,	KNMI	provided	extensive	information	on	climate	change	and	sea	level	
rise	to	the	Delta	Committee	that	was	appointed	by	the	government	to	formulate	a	vision	on	the	
long-term	protection	of	the	Dutch	coast	and	its	hinterland.	KNMI	also	contributed	to	the	
Nationaal	Waterplan,	in	which	the	Dutch	water	policy	for	the	period	until	2015	is	formulated.

KNMI	assures	the	high	quality	of	its	activities	by	participating	in	the	national	and	international	
climate	research	efforts.	KNMI’s	climate	activities	are	carried	out	for	an	important	part	through	
international	cooperation,	on	an	appropriate	high-level,	to	ensure	the	availability	of	state-of-the-
art,	high-quality	results	and	to	maintain	the	international	stature	and	visibility	of	the	
Netherlands.	Many	of	KNMI’s	research	results	are	included	or	referred	to	in	the	reports	of	the	
Intergovernmental	Panel	on	Climate	Change	(IPCC),	and	several	KNMI-researchers	are	author	or	
reviewer	of	the	IPCC	reports.	The	Nobel	Peace	Prize	2007	for	IPCC	is	for	KNMI	a	welcome	
encouragement	for	its	participation	in	the	activities	of	IPCC.

KNMI	aims	to	be	a	stimulating	working	place.	The	cover	of	this	report	shows	a	photo	of	a	
major	part	of	KNMI’s	research	staff.	In	2009	the	total	research	staff,	including	supporting	
staff,	was	200	FTE’s.	The	fraction	of	the	total	staff	that	is	formed	by	temporary	positions	has	
increased	during	the	last	years,	for	two	reasons.	Firstly,	KNMI	has	been	quite	successful	in	
attracting	external	project	funding,	which	has	lead	to	an	increase	of	the	temporary	staff.	
Secondly,	there	has	been	a	decrease	of	the	permanent	staff	as	a	result	of	budget	cuts	by	the	
government.	The	mentioned	200	FTE’s	research	staff	is	the	sum	of	about	120	permanent	and	
80	temporary	FTE’s.

The	organization	of	KNMI	is	such	(see	appendix	on	page	119)	that	there	are	three	business	areas	
(weather,	climate,	and	seismology),	organized	in	two	departments.	Next	to	those	there	is	a	
third	department	which	supports	the	business	areas	with	ICT	and	observation	technology.	These	
departments	have	a	varying	number	of	divisions,	fully	or	partly	devoted	to	research.

Introduction
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In	de	following	19	chapters	we	present	a	representative	selection	of	our	research	activities	in	the	
years	2007,	2008	and	2009,	followed	by	a	list	of	publications	per	research	division.	The	chapters	
are	ordered	with	respect	to	three	types	of	research,	starting	with	observational	work,	followed	
by	more	theoretical	and	technical	studies,	and	ending	with	modeling	activities	on	weather	and	
climate	prediction.	The	publications	are	ordered	with	respect	to	peer-reviewed	publications	and	
other	publications.	Several	publications	appeared	in	high-impact	journals	such	as	Nature	
Geoscience.

For	more	information	on	our	research	we	refer	you	to	our	website	www.knmi.nl.

Dr.	Hein	W.	Haak
Director
Climate	and	Seismology	Department
	

Dr.	Remco	den	Besten
Director
Weather	Service	Department

	
Ir.	Wouter	Nieuwenhuizen
Director
Information	and	Observation	Services	and	Technology	Department
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Introduction
In	2007,	the	summer	extent	of	Arctic	sea	ice	observed	
by	the	Special	Sensor	Microwave	Imager	(SSM/I)	reached	
its	lowest	value	on	record	since	1979.	Satellite	sensors	

provide	a	convenient	way	to	monitor	the	vast	expanses	
of	sea	ice	in	the	Polar	Regions	and	this	is	done	primarily	
using	microwave	techniques,	which	contrary	to	optical	
instruments,	can	operate	at	night	and	in	all-weather	
conditions.	The	determination	of	sea	ice	extents	from	
satellite	platforms	can	be	exploited	as	a	marker	for	
climate	change,	a	navigation	tool	and	a	reference	for	
coupled	ocean-ice-atmosphere	models.	Sea	ice	detection	
is	routinely	performed	by	two	families	of	microwave	
instruments:	radiometers,	which	observe	the	natural	
emission	from	the	surface	in	the	range	of	microwave	
frequencies,	and	scatterometers,	which	observe	the	
energy	reflected	from	a	transmitted	pulse.	Earlier	work	
has	shown	reasonable	agreement	between	scatterometer	
and	radiometer	sea	ice	extents,	albeit	with	systematic	
discrepancies	characterized	by	defective	scatterometer	
extents	during	the	sea	ice	growth	season1)	and	deficient	
radiometer	extents	during	the	summer	melt2).	In	this	
highlight,	we	revisit	the	determination	of	sea	ice	extents	

using	satellite	microwave	sensors,	propose	an	improved	
approach	to	sea	ice	detection	for	the	SeaWinds	
scatterometer	based	on	a	Bayesian	methodology,	and	
compare	its	performance	against	other	existing	active	
and	passive	microwave	algorithms	throughout	a	full	
annual	freeze/melt	cycle.	The	improved	Bayesian	
algorithm	has	been	developed	for	inclusion	in	the	
EUMETSAT-KNMI	SeaWinds	Data	Processor	and	is	currently	
undergoing	pre-opera-tional	testing.

Sea ice detection with the SeaWinds 
scatterometer
Scatterometers	are	active	microwave	sensors	whose	
primary	mission	consists	in	the	determination	of	
near-surface	winds	over	the	oceans.	Similarly	to	a	radar	
detector,	scatterometers	radiate	energy	pulses	and	collect	
the	backscattered	returns	from	a	variety	of	incidence	and	
azimuth	angles,	providing	a	diversity	of	views	that	allows	
for	the	detection	of	the	wind	signature	over	the	ocean	
(Figure	1).
The	dielectric	permittivity	of	seawater	at	microwave	
frequencies	is	many	times	larger	than	that	of	sea	ice.	The	
wind	induced	ocean	returns	arise	from	the	reflective	sea-
water	surface,	while	returns	from	the	semi-transparent	
sea	ice	arise	from	volume	interactions	deeper	in	the	ice	
slab.	This	results	in	distinct	polarization,	intensity	and	
directional	scattering	properties	that	allow	their	effective	
separation.	In	particular,	while	ocean	scattering	is	
characterized	by	steep	backscatter	derivatives	relative	to	
the	incidence	angle,	a	remarkable	azimuthal	anisotropy	
and	substantial	polarization,	volume	scattering	from	sea	
ice	results	in	smaller	backscatter	derivatives,	azimuthal	
isotropy	and	nearly	total	depolarization.	The	first	sea	ice	
detection	algorithms	relied	on	hard	threshold	tests	that	
capitalized	on	these	properties.	They	evolved	in	time	into	

Sea ice extent from satellite 
microwave sensors

Maria Belmonte Rivas

The determination of sea ice extents from satellite
platforms can be exploited as a marker for climate 
change, a navigation tool and a reference  for coupled 
ocean-ice-atmosphere models
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maximum	likelihood	methods	with	separate	point-wise	
class	clusters	for	mean	backscatter,	polarization	and	
anisotropy	combinations3).

The	novel	sea	ice	detection	approach	proposed	here	
takes	advantage	of	improved	knowledge	about	the	dis-
tribution	of	backscatter	points	in	the	scatterometer	mea-
surement	space	to	replace	the	former	point-wise	class	
clusters	by	extended	geophysical	model	functions	(GMFs)	
for	ocean	wind	and	sea	ice4).	For	the	SeaWinds	case,	the	
GMF	for	ocean	winds	is	the	one	applied	operationally	to	
retrieve	wind	vectors	over	ocean	surfaces.	The	empirical	
GMF	for	sea	ice	is	drawn	from	the	observed	distribution	
of	pure	winter	ice	backscatter,	which	groups	along	an	
extended	line	in	the	SeaWinds	dB	measurement	space	
{σHH,fore,	σVV,fore,	σVV,	aft,	σHH,aft}.	The	advantage	of	this	
approach	relative	to	previous	algorithms	is	that	the	
spread	of	measurements	about	extended	class	model	
functions	is	smaller	than	that	about	point-wise	class	
clusters,	allowing	class	covariances	to	decrease	to	instru-
mental	noise	levels	thus	enhancing	their	discrimination	
power.	Our	Bayesian	algorithm	computes	the	normalized	
square	distances	(or	maximum	likelihood	estimators,	
MLE)	to	the	ocean	wind	and	sea	ice	model	functions	as:

	
	
where	σ0	are	backscatter	measurements,	σ0

class	are	the	
class	model	functions	and	the	normalization	factors	
var[σ0

class	]	guarantee	that	the	variance	of	square	distances	
about	each	class	model	is	unity.	The	Bayesian	posterior	
sea	ice	probability	is	then	calculated	as:

	

where	p0(ice)	and	p0(wind)	are	a	priori	sea	ice	and	ocean	
wind	probabilities,	and	the	conditional	probabilities	
p(σ0|ice)	and	p(σ0|wind)	reflect	the	actual	location	of	
a	measurement	relative	to	the	expected	backscatter	
distributions	about	the	ice	and	wind	model	functions,	
expressed	in	terms	of	the	MLEs	defined	above.	The	Bayesi-
an	sea	ice	detection	algorithm	implemented	for	SeaWinds	
at	KNMI	generates	daily	sea	ice	masks	using	a	std[σ0

ice]	=	
1.5	dB	and	a	50%	threshold	to	posterior	sea	ice	probabili-
ties.	The	masks	are	filled	with	backscatter	strength	values,	
which	are	indicative	of	ice	type	or	thickness	by	proxy	and	
archived	for	dissemination	(see	Figures	2	and	3).

Figure 2. NH sea ice mask with backscatter values from SeaWinds (8th 

May 2009).

Figure 3.NH sea ice mask with backscatter values from SeaWinds (8th 

May 2009).

Figure 1. Incidence, azimuth and polarization diversity for the SeaWinds 

scatterometer (HH and VV refer to horizontal and vertical Transmit/

Receive polarization).
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Scatterometer versus radiometer sea ice 
extents
We	would	like	to	compare	the	sea	ice	masks	observed	
from	passive	and	active	microwave	instruments.	The	
radiometer	masks	(from	AMSR,	the	Advanced	Microwave	
Scanning	Radiometer)	are	calculated	using	the	Enhanced	
NASA	Team	algorithm	(NT2)5),	while	the	scatterometer	
masks	(from	SeaWinds	on	QuikSCAT)	are	estimated	
using	both	the	cluster	method3)	and	the	Bayesian	GMF	
algorithm	developed	at	KNMI.	It	has	been	proven	that	
passive	microwave	masks	lie	within	10	km	of	the	ice	
edge	observed	by	optical	(and	synthetic	aperture	radar)	
sensors	in	the	wintertime6),	although	accuracy	
becomes	worse	during	the	summer	months,	as	these	
masks	become	affected	by	weather	effects,	unresolved	
thin/low	concentration	ice	types	and	surface	melt	
effects5).

Figure	4	compares	the	daily	sea	ice	extents	calculated	
from	satellite	active	and	passive	microwaves	during	the	
freeze/melt	cycle	running	from	September	2006	to	
September	2007,	to	show	that	all	the	selected	methods	
are	found	in	excellent	agreement	during	the	hemis-
pherical	fall	and	winter	months,	but	show	discrepan-
cies	as	the	melt	season	sets	in,	with	passive	microwaves	
biased	negatively	relative	to	active	microwaves	in	terms	
of	summer	sea	ice	extents.	It	should	be	noted	that	the	
old	scatterometer	cluster	method	is	also	biased	
negatively	relative	to	the	new	Bayesian	GMF	method	
developed	at	KNMI,	and	that	the	former	is	affected	by	a	
substantial	amount	of	misclassification	noise	along	the	
ice	edge,	which	manifests	in	Figure	4	as	an	appreciable	
dispersion	in	daily	areas,	particularly	during	the	stormy	
fall	season	in	the	Arctic.

Having	determined	the	overall	convergence	of	daily	sea	
ice	extent	estimates	from	satellite	active	and	passive	

microwave	algorithms	during	the	fall	and	winter	sea-
sons,	we	are	left	to	evaluate	the	nature	of	the	observed	
discrepancies.	For	this	purpose,	we	make	use	of	higher	
resolution	MODIS	and	Envisat	ASAR	imagery.	While	the	
extensive	and	frequent	cloud	cover	in	the	Polar	Regions	
is	a	factor	against	the	use	of	optical	techniques	for	the	
monitoring	of	sea	ice	conditions,	the	contrast	between	
sea	ice	and	open	water	is	not	always	well-defined	for	the	
cloud	penetrating	ASAR.	The	combined	use	of	optical	
and	high	resolution	microwave	datasets	allows	for	more	
imagery	to	be	used	for	an	in-depth	validation	study.	In	
general,	the	combined	MODIS	and	ASAR	records	helps	us	
confirm	that	during	the	winter	months,	under	
conditions	such	that	the	open	ocean	is	terminated	
by	a	compact	boundary	of	consolidated	ice,	all	three	
algorithms	come	to	agree	to	within	2	grid	pixels	or	25	km	
in	their	determination	of	the	sea	ice	edge.	Figures	5	to	8	
illustrate	typical	discrepancies	found	between	active	and	
passive	microwave	sea	ice	detection	algorithms,	
generally	involving	mixed	ice/ocean	scenarios	due	to	
thin,	water	saturated	and	low	concentration	sea	ice	
conditions.	During	the	growth	season,	thick	and	
consolidated	sea	ice	slowly	progresses	behind	a	rapidly	
advancing	band	of	thin	ice.	The	accurate	determination	
of	the	ice	edge	in	areas	of	active	formation	is	difficult	
because	the	representativity	of	daily	maps	degrades	
rapidly,	but	also	because	new	ice	is	so	thin	and	saline	
that	it	resembles	a	smooth	ocean	surface.	Figure	5	shows	

Figure 4. Arctic and Antarctic sea ice extents for Sep’06 to Sep’07 from 

passive microwaves (PM, dashed line) and active microwaves (AM, the 

dotted line represents the old cluster method, the continuous line the new 

Bayesian GMF method developed at KNMI).

Figure 5. Sea ice detection discrepancies during the growth season (ASAR 

truth)
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one	such	instance	taken	in	the	East	Siberian	Sea,	where	
the	old	cluster	scatterometer	algorithm	has	difficulties	to	
resolve	a	tongue	of	new	ice	with	dark	smooth	appearance	
in	the	ASAR	image,	which	is	nevertheless	detected	by	
the	passive	microwave	and	the	improved	KNMI	SeaWinds	
algorithms.	The	capability	of	passive	microwave	
algorithms	to	detect	partly	translucent	thin	ice	is	
indisputable,	mostly	because	they	can	rely	on	higher	
frequency	channels	(up	to	89	GHz)	than	scatterometers	
(SeaWinds	operates	at	13	GHz)	to	probe	into	thinner	
skin	depths.	However,	the	ability	of	the	improved	KNMI	
algorithm	to	detect	thin	ice	is	here	comparable	to	that	of	
passive	microwaves,	giving	proof	that	the	problem	with	
scatterometer	growth	season	biases	has	been	overcome	
to	great	extent.

During	the	melt	season,	the	sea	ice	margin	includes	
lower	concentrations	of	decaying	floes	with	water	
saturated	ice	among	them,	along	with	sea	ice	bands	of	
varying	concentration,	which	are	all	examples	of	diffuse	
ice	conditions	most	likely	to	pass	undetected	by	passive	
microwave	algorithms7).	Figure	6	provides	an	example	of	
passive	microwave	summer	biases	in	an	area	located	in	
the	northern	edge	of	the	Beaufort	Sea,	featuring	a	large	
expanse	of	melting	and	water	soaked	sea	ice.	This	figure	
clearly	indicates	how	surface	melt	effects	lead	to	signifi-
cant	errors	in	passive	microwave	estimates.	The	ability	of	
the	improved	KNMI	Bayesian	algorithm	to	capture	diffuse	
ice	conditions	at	the	edge	remains	unmatched.

Figure	7	provides	another	instance	of	passive	microwave	

summer	biases,	this	time	focusing	on	the	development	
of	large	sea	ice	bands	in	the	Southern	Ocean,	which	are	
entirely	missed	by	the	passive	microwave	algorithm.	
Once	more,	scatterometer	algorithms	appear	to	be	more	
robust	in	terms	of	detection	of	summer	ice,	partly	due	to	
the	sensitivity	of	sea	ice	microwave	emissions	to	surface	

Figure 6. Sea ice detection discrepancies during the melt season (ASAR truth, Arctic).

Figure 7. Sea ice detection discrepancies during the melt season (ASAR 

truth, Antarctic).
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The improved KNMI Bayesian sea ice detection algorithm 
sets out to provide a most inclusive and conservative 
definition of sea ice edge to date

melt	effects.	One	last	example	is	shown	in	Figure	8,	taken	
from	two	sequential	orbital	passes	of	the	MODIS	sensor	
over	the	Baffin	Bay	and	featuring	a	large	but	sparse	ice	
floe	field	that	is	mistakenly	labelled	as	a	cloud	field	by	
the	optical	algorithm.

The	sparse	floe	field	is	detected	by	neither	the	passive	
microwave	nor	the	old	cluster	based	scatterometer	algo-
rithms.	However,	the	improved	KNMI	Bayesian	sea	ice	
detection	algorithm	sets	out	to	provide	a	most	inclusive	
and	conservative	definition	of	sea	ice	edge	to	date,	one	
that	is	more	in	line	with	that	provided	by	ship	observati-
ons	and	well-suited	for	applications	that	require	reliable	
indication	of	sea	ice	presence	all	year	round,	such	as	
satellite-based	retrievals	of	ocean	wind	and	sea	surface	
temperatures.

Conclusions
KNMI	has	developed	an	improved	Bayesian	sea	ice	detec-
tion	algorithm	for	the	SeaWinds	satellite	scatterometer	
and	has	validated	its	performance	against	state-of-the-art	
passive	microwave	and	scatterometer	methods	throug-
hout	a	full	sea	ice	growth/melt	cycle.	It	is	shown	that,	
although	all	the	methods	under	study	agree	very	well	
during	the	winter	months,	the	new	Bayesian	approach	
improves	on	the	misclassification	scores	that	affect	
earlier	scatterometer	and	passive	microwave	algorithms	
and	remains	sensitive	to	the	summer	sea	ice	species	that	
populate	the	Arctic	edge	during	the	melt	season	and	the	
Antarctic	margin	all	year	round.	The	improved	determi-
nation	of	the	sea	ice	edge	provides	an	all-inclusive	daily	
sea	ice	mask	recommended	for	use	in	ground	processors	
that	require	an	effective	filtering	of	sea	ice	contamina-
ted	pixels.	The	Bayesian	scheme	has	been	successfully	
applied	to	SeaWinds	and	is	currently	under	development	
for	the	MetOp	ASCAT	scatterometer.	A	reprocessing	of	the	
entire	SeaWinds	data	record	up	to	1999	is	also	foreseen.

Figure 8. Sea ice detection discrepancies during the melt season (sequential MODIS overpasses 1.5 hours apart. White = ice, blue = ocean, magenta = 

land and cyan = cloud).
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Observering the surface 
energy budget at Cabauw:
A status report
Fred Bosveld

Introduction
Closing	the	surface	energy	budget	(SEB)	is	one	of	the	lon-
gest	outstanding	problems	in	micro-meteorology.	At	the	
earth’s	surface	the	net	radiation	(QN),	consisting	of	the	
budget	of	shortwave	incoming	(K↓),	shortwave	outgoing	
(K↑),	longwave	incoming	(L↓)	and	longwave	outgoing	
radiation	(L↑),	should	be	balanced	by	the	transport	of	
heat	into	the	soil	(G)	and	to	the	atmosphere	in	the	form	
of	sensible	(H)	and	latent	heat	(LE):

K 		–		K↑	+	L↓	–	L↑	=	QN	=	H	+	LE	+	G	 	 	 	 	 	

Here	the	radiation	components	are	defined	all	positive	
and	the	heat	fluxes	are	defined	positive	when	directed	
away	from	the	surface.	The	sum	of	the	three	heat	fluxes	is	
called	the	total	heat	flux.	Many	field	studies1)	report	a	
significant	imbalance	in	the	SEB	with	almost	always	more	
net	radiation	than	total	heat	flux.	Here	we	define	the	
imbalance	as	the	net	radiation	minus	the	total	
heat	flux	and	the	fractional	imbalance	as	the	
imbalance	divided	by	net	radiation.	Over	the	years	
observational	techniques	have	improved	and	
nowadays	the	conclusion	is	widely	accepted	that	
in	general	the	observed	imbalance	is	significantly	
larger	then	the	estimated	measurement	error,	which	
points	to	a	fundamental	problem	in	our	understanding	
of	surface	fluxes	and	how	to	measure	them.

There	exist	a	few	studies	that	show	good	closure	of	the	
SEB.	For	example	Heusinkveld	et	al.2)	show	closure	for	a	
desert	site	where	latent	heat	flux	is	almost	absent.	
Bosveld	et	al.3)	show	closure	of	5%,	well	within	the	
measurement	error,	for	a	forest	site	with	high	
aerodynamic	roughness.	Other	studies	show	imbalances	
of	typical	10-20%	of	the	net	radiation	during	daytime	and	
up	to	50%	or	more	during	night	time.

At	the	Cabauw	Experimental	Site	for	Atmospheric	
Research	(CESAR)4)	a	long-term	meteorological	
measurement	programme	over	grassland	is	performed.	
The	programme	includes	all	surface	radiation	compo-
nents,	soil	heat	flux,	profiles	of	temperature,	humidity,	
wind	and	CO2	along	the	200	m	tower	and	the	fluxes	of	
sensible	heat,	latent	heat,	momentum	and	CO2	at	3,	
60,	100	and	180	m.	A	windprofiler/RASS	(Radio	Acous-
tic	Sounding	System)	is	operated	that	gives	boundary	
layer	height	estimates	and	wind	profiles	up	to	several	
kilometres	height.	A	scintillometer	is	operated	at	60	m	
height	over	a	10	km	path	from	the	Cabauw	tower	to	the	
IJsselstein	TV-tower.

At	CESAR	the	same	SEB	imbalance	is	found	as	at	many	
other	sites	over	the	world.	Figure	1	shows	a	typical	
example.	Kroon5)	analysed	2	years	of	observations.	
Figure	2	shows	the	averaged	diurnal	variation	in	
fractional	imbalance.	Around	sunrise	and	sunset	
fractional	imbalance	is	uncertain	and	therefore	
excluded.	During	night	time	higher	values	are	found	
then	during	day	time	and	during	daytime	the	magnitude	

Figure 1. A clear-sky day at Cabauw, showing that the turbulent heat flux 

is smaller in magnitude than the available energy.
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of	the	imbalance	decreases	during	the	day.	During	night	
time	a	clear	influence	of	wind	speed	was	found	with	
a	reasonable	closure	at	high	wind	speeds	as	shown	in	
Figure	3.	Here	we	will	discuss	observational	issues	of	the	
various	components	of	the	SEB	and	in	the	final	section	
show	the	relation	with	other	research	performed	at	
CESAR.

Radiation
Net	radiation	observations	have	improved	over	the	years.	
In	the	past	specific	net-radiation	instruments	were	used.	
The	drawback	of	these	instruments	is	that	they	have	to	
compromise	on	conflicting	design	specifications	for	
longwave	and	shortwave	radiation.	Nowadays	separate	
dedicated	instruments	for	shortwave	and	longwave	radi-

ation	are	used.	Main	improvements	in	these	
separate	instruments	are	a	smaller	sensitivity	of	short-
wave	instruments	for	longwave	radiation	and	a	more	
accurate	measurement	of	longwave	downward	radiation	
under	clear-sky	conditions.	Calibration	of	radiation	
observations	is	well	established.	For	shortwave	radiation	
there	exist	calibration	standards	(World	Radiation	
Centre,	Davos,	Switzerland).	For	longwave	radiation	
there	is	not	a	true	standard	but	a	reasonable	one.	
Independent	radiation	transport	models	confirm	the	
adequate	accuracy	of	current	state-of-the-art	instruments	
as	they	are	nowadays	employed	at	the	sites	of	the	
Baseline	Surface	Radiation	Network	of	which	Cabauw	is	
one6).

Surface soil heat flux
Soil	heat	flux	is	measured	with	soil	heat	flux	plates.	
They	are	positioned	typically	at	5-10	cm	depth.	Special	
attention	is	needed	with	regard	to	horizontal	representa-
tiveness	and	with	regard	to	the	large	vertical	gradients	
in	flux	in	the	top	soil	layer.	An	ingenious	combination	
of	soil	heat	flux	plates	at	two	depths	and	temperature	
sensors	in	the	top	soil	tackles	this	issue7).	Part	of	the	
inhomogeneity	problem	is	treated	by	measuring	at	three	
locations	at	the	vertices	of	a	2	m	wide	triangle.	Correc-
tions	are	still	needed	for	the	disturbance	of	the	soil	heat	
flux	by	the	soil	heat	flux	plates.	Further	uncertainty	arises	
from	the	heat	transport	associated	with	water	vapour	
transport	in	the	soil.

If	the	soil	heat	flux	at	Cabauw	for	some	reason	would	be	
underestimated	by	a	factor	of	two,	a	large	part	of	the	SEB	
problem	would	disappear.	Underestimation	of	the	soil	
heat	flux	would	also	explain	the	night	time	wind	speed	
dependence	of	the	imbalance.	At	high	wind	speeds	the	
diurnal	amplitude	of	the	surface	soil	heat	flux	is	much	
smaller	than	at	low	wind	speeds.	However,	occasional	
observations	with	a	snow	cover	at	Cabauw	reveal	that	the	
same	problem	in	SEB-closure	remains	(Figure	4).	
This	despite	the	very	small	soil	heat	fluxes	and	thus	
very	small	absolute	errors	in	soil	heat	flux	during	
snow	cover.	This	shows	that	problems	in	soil	heat	
flux	observations	alone	cannot	explain	the	observed	
SEB-imbalance.	By	using	a	soil	heat	transfer	model	and	
an	assimilation	system	Ronda	and	Bosveld8)	were	able	to	
show	that	the	observed	soil	heat	fluxes	were	consistent	
with	the	observed	thermal	properties	of	the	soil.

Atmospheric fluxes
The	most	direct	way	of	measuring	atmospheric	
transport	of	heat	is	by	means	of	the	eddy-correlation	(EC)	
technique.	This	method	assumes	that	turbulence	is	the	

Figure 2. Mean fractional imbalance as a function of local time at Cabauw 

1995-1996.

Figure 3. Mean night-time fractional imbalance for clear nights as a 

function of wind speed at Cabauw 1995-1996.
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dominating	mechanism	of	transport.	With	well-
established	techniques	(sonical	anemometer/thermome-
ters	and	open	path	optical	hygrometers)	the	fluctuations	
of	wind,	temperature	and	humidity	can	be	measured	
over	a	broad	range	of	timescales.	Many	error	sources	are	
recognized,	most	of	them	related	to	the	instrumental	
limits	both	on	the	small	and	on	the	long	time	scales.	
Reasonable	estimates	of	these	errors	can	be	made	as	a	
function	of	atmospheric	conditions	and	instrumental	
properties.	Most	of	these	error	sources	have	already	been	
known	for	a	longer	time	in	micro-meteorology.	Recently	
a	renewed	interest	is	found	in	the	field	of	greenhouse	gas	
flux	observations9).

When	combining	the	observations	of	radiation,	soil	heat	
flux	and	atmospheric	fluxes	to	make	up	the	SEB	there	is	
the	issue	of	different	footprints	of	the	instruments.	The	
instruments	should	all	see	a	surface	with	the	same	pro-
perties	with	respect	to	the	energy	fluxes.	At	Cabauw	the	
surface	consists	of	reasonable	homogeneous	grassland	
on	clay	soil.	Inhomogeneities	on	the	local	scale	exist	due	
to	different	maintenance	regimes	for	the	grass	and	the	
presence	of	ditches	covering	circa	10%	of	the	surface.

Questioning the eddy-correlation technique
Here	we	will	put	forward	arguments	that	at	least	the	
eddy	correlation	technique	does	not	represent	atmosp-
heric	transport	properly.	To	judge	the	performance	
of	this	technique	we	need	independent	estimates	of	
the	atmospheric	fluxes.	Traditionally	various	profile	
estimates	are	used	to	estimate	sensible	and	latent	
heat	fluxes.	For	an	overview	of	the	applied	methods	at	
Cabauw	see	Beljaars	and	Bosveld10).	The	Energy	
balance	Bowen	ratio	technique	uses	an	estimate	of	the	
available	energy	from	net	radiation	and	soil	heat	flux	
observations.	The	available	energy	flux	is	then	
partitioned	over	latent	–	and	sensible	heat	flux	by	

measuring	the	ratio	of	differences	in	the	vertical	profile	
of	temperature	and	humidity.	This	technique	is	
inadequate	for	our	purpose	since	it	assumes	SEB	closure.	
The	aerodynamic	method	uses	vertical	differences	of	
temperature	and	humidity	in	the	lowest	meters	of	the	
atmosphere	and	a	model	for	the	turbulent	mixing	
efficiency	of	the	atmosphere.	The	latter	is	a	function	of	
wind	speed	and	static	stability	of	the	atmosphere.	This	
method	has	been	tuned	on	eddy-correlation	
measurements	and	is	therefore	not	completely	
independent.	Moreover	this	technique	suffers	from	
serious	problems	under	non-uniform	surface	conditions	
in	the	upwind	direction.	It	has	been	hypothesized	that	at	
very	stable	conditions	the	eddy-correlation	instruments	
are	not	capable	of	measuring	the	small-scale	
fluctuations	dominating	the	transport.	This	has	been	
tested	at	Cabauw	by	comparing	vertical	wind	speed	
observations	of	a	sonic	anemometer	with	a	laser	Doppler	
anemometer	which	is	able	to	measure	turbulence	down	
to	the	smallest	scales.	No	significant	deviation	was	found	
from	theoretical	correction	procedures	for	high-
frequency	loss	by	Kroon	et	al.11).	Here	we	discuss	
comparisons	between	eddy-correlation	observations	
and	some	other	independent	estimates	of	atmospheric	
fluxes.

Night time CO2 respiration flux
At	night	no	assimilation	of	CO2	takes	place	by	the	grass.	
Night	time	CO2	fluxes	are	a	result	of	respiration	in	the	
soil.	The	magnitude	of	the	respiration	flux	is	mainly	
determined	by	soil	temperature	related	to	bacterial	
processes	in	the	soil.	We	tuned	a	respiration	model12)	on	
night	time	eddy-correlation	CO2	flux	observations	under	
high	wind	speed	situations	and	found	a	clear	response	
to	soil	temperature.	Then	we	applied	this	model	with	
tuned	soil	temperature	response	to	low	wind	speed	
cases.	In	Figure	5	the	ratio	of	observed	and	modelled	
respiration	flux	is	plotted	in	bins	of	friction	velocity	(u*).	
Friction	velocity	is	a	measure	for	turbulent	intensity	and	
is	linearly	related	to	wind	speed	and	further	depends	on	
atmospheric	stability.	A	clear	decrease	of	observed	flux	
is	seen	for	friction	velocities	smaller	than	0.1	m/s.	This	
shows	a	similar	behaviour	as	Figure	3	for	total	
heat	flux,	where	observations	are	plotted	as	function	of	
wind	speed.	Assuming	that	the	bacterial	process	
that	drives	respiration	is	not	dependent	on	the	weather	
conditions	above	the	soil,	except	for	the	indirect	
influence	on	the	soil	temperature,	we	must	conclude	
that	the	eddy-correlation	method	underestimates	CO2	
flux	under	night	time	low	wind	speed	conditions.

Night time dew formation
The	long-term	observations	of	temperature	and	humidity	
along	the	200	m	tower	enable	an	independent	estimate	

Figure 4. A night with a snow cover, showing that the turbulent heat flux is 

smaller in magnitude than the available energy.
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of	night	time	sensible	and	latent	heat	flux	by	making	up	
the	atmospheric	budget	in	the	lowest	200	m.	Estimating	
surface	fluxes	from	atmospheric	budgets	are	problematic	
due	to	the	influence	of	horizontal	differential	
advection.	Roode	et	al.13)	analyzed	many	nights	from	
the	long	observational	record	and	found	a		systematic	
decrease	of	heat	and	water	vapour	content	in	the	200	m	
column,	which	most	likely	is	due	to	a	downward	surface	
sensible	and	latent	heat	flux.	Comparing	with	eddy-
correlation	measurements	they	found	a	reasonable	
correspondence	for	sensible	heat	but	a	significant	
underestimation	of	EC-based	downward	latent	heat	flux.	
Figure	6	shows	the	mean	diurnal	cycle	of	the	budget	
method	and	of	the	eddy-correlation	method	for	latent	
heat	flux.	Jacobs	et	al.14)	performed	direct	measurements	
of	dew	formation	in	Wageningen,	the	Netherlands.	The	
typical	values	they	found	correspond	reasonably	to	the	
mean	values	obtained	at	Cabauw	from	the	atmospheric	
budget	technique	as	is	also	shown	in	Figure	6.

Daytime
From	observations	and	in	Large	Eddy	Simulation	(LES)	
studies15)	it	is	shown	that	considerable	transport	takes	
place	at	large	scales	in	the	convective	boundary	layer.	
These	so-called	Turbulent	Organized	Structures	(TOS)	are	
most	apparent	in	the	middle	of	the	convective	boundary	
layer.	In	the	atmospheric	surface	layer	the	contributions	
of	these	structures	to	the	total	flux	decreases	linearly	
with	height,	because	there	is	no	space	for	a	
considerable	spatial	extended	vertical	wind	structure	
close	to	the	surface.	A	specific	experiment	has	been	
performed	by	Kohsiek	(unpublished)	at	Cabauw	in	2003	
with	the	hypothesis	that	the	SEB-imbalance	is	caused	
by	this	TOS.	The	aim	was	to	measure	the	difference	in	

turbulent	flux	between	1.25	and	5	m.	Despite	precautions	
taken	to	avoid	differences	in	spectral	loss	between	the	
two	sets	of	instruments	the	results	were	inconclusive.

Relation with other research at Cabauw
Although	the	TOS	cannot	explain	the	surface	SEB	problem	
it	is	of	interest	for	the	interpretation	of	flux	observations	
higher	up	in	the	atmospheric	boundary	layer	as	are	done	
at	Cabauw.	This	elevated	flux	observations	can	also	be	
used	to	study	the	SEB	by	incorporating	the	storage	of	heat	
and	water	vapour	below	the	observation	level	and	select	
on	periods	that	advection	is	negligible.	As	a	prepara-
tion	for	this	kind	of	studies	it	is	crucial	to	have	a	good	
understanding	of	the	interaction	between	transport	
on	the	large	spatial	scales	and	time	windows	used	in	
deriving	eddy-correlation	fluxes.	In	cooperation	with	
the	Delft	University	of	Technology	two	studies	have	been	
performed.	One16)	looks	at	the	behaviour	of	vertical	wind	
speed	at	the	long	time	scales	and	finds	that	at	elevated	
levels	mean	vertical	wind	speeds	persist	at	considerably	
longer	time	scales	than	as	expected	from	surface	layer	
similarity	theory.	The	other	study17)	quantifies	the	long	
time	scales	contribution	to	the	vertical	flux	at	different	
levels	and	shows	that	this	contribution	can	reasonably	
be	described	with	surface	layer	theory.	These	findings	are	
then	confirmed	by	analysis	of	LES	results.	This	paves	the	
way	to	correct	elevated	fluxes	for	low-frequency	loss.	The	
results	of	this	study	are	of	direct	significance	for	a	study	
in	cooperation	with	the	Wageningen	University18)	into	
the	interpretation	of	scintillometer	observations	at	
60	m	height	over	a	10	km	path	between	Cabauw	and	
the	IJsselstein	TV-tower	and	for	a	study	on	atmospheric	
budgets	of	CO2	

19).

Figure 5. Mean ratio of observed and modelled night time respiration flux 

as a function of friction velocity. 

Figure 6. Night time latent heat flux from eddy-correlation, atmospheric 

budget and dewfall estimates classified per month for the period 2001-

2008 at Cabauw.
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Conclusion
SEB-imbalance	is	a	fundamental	problem	in	micro-
meteorology.	We	have	presented	evidence	that	radia-
tion	observations	are	well-established	and	an	order	of	
magnitude	more	accurate	then	the	magnitude	of	the	
SEB-imbalance.	Soil	heat	flux	observations	remain	
problematic,	but	it	is	shown	that	uncertainties	in	soil	
heat	flux	alone	cannot	explain	the	SEB-imbalance.	For	
night	time	conditions	it	is	shown	that	serious	inconsis-
tencies	exist	between	eddy-correlation	measurements	
and	independent	estimates	of	surface	fluxes	of	heat	
and	CO2.	For	daytime	it	is	shown	that	at	higher	levels	in	
the	boundary	layer	large-scale	structures	are	not	well	
captured	by	the	EC-method.	It	is,	however,	unlikely	
that	these	structures	play	a	significant	role	close	tot	the	
surface.	Unclear	at	this	stage	is	the	role	of	ditches	which	
cover	approximately	10%	of	the	surface	at	Cabauw	and	
which	always	will	give	significant	temperature	contrasts	
at	the	surface.	The	problematic	conclusion	is	that	as	long	
as	we	cannot	pin-down	which	part	of	the	observed	SEB	
is	erroneous	we	must	prescribe	an	error	of	10-20%	of	
the	net-radiation	to	all	the	components	of	the	surface	
energy	budget.	This	seriously	hampers	progress	when	
for	example	comparing	observations	with	models	or	
with	satellite	products.	One	route	that	will	be	pursued	is	
exploiting	the	eddy-correlation	observations	at	higher	
levels	in	the	tower.	It	will	be	interesting	to	learn	whether	
energy	balance	closure	can	be	obtained	from	these	
levels.
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Recent developments in 
KNMI’s surface observing 
methods
Marijn de Haij and Wiel Wauben

Introduction
Meteorological	measurements	are	essential	in	meteoro-
logy	and	climatology	and	are	core	task	of	KNMI.	The	R&D	
Information	and	Observation	Technology	Division	(I-RD)	
works	continually	on	improvements	of	KNMI’s	obser-
vation	infrastructure.	Concerning	surface	observations	
ongoing	activities	are	related	to:	(i)	selecting,	intro-
ducing	and	accepting	sensor	replacements	for	sensors	
that	are	at	the	end	of	their	life	cycle;	(ii)	selection	and	
evaluation	of	sensors	that	use	measurement	techniques	
with	economical	or	quality	advantages;	(iii)	investigate	
sensor	behaviour	and	data	processing	in	order	to	solve	
known	shortcomings;	(iv)	exploration	and	evaluation	
of	new	sensors	that	are	a	potential	source	of	additio-
nal	information.	Below	three	highlights	of	ongoing	
activities	are	given	that	illustrate	the	introduction	of	a	
new	measurement	technique	(sonic	wind	sensor),	the	
investigation	for	improvement	of	precipitation	detection	
and	discrimination	of	precipitation	type	(TeNSor),	and	
the	evaluation	of	a	new	sensor	system	(NubiScope)	for	
cloud	measurements.

Introduction of a new measurement tech-
nique: sonic wind sensors
Introduction
Sonic	wind	sensors	measure	the	time	a	sound	pulse	takes	
to	travel	between	two	transducers.	When	the	travel	times	

Meteorological measurements are essential in 
meteorology and climatology and are a core task of KNMI

forward	and	back	over	a	known	distance	are	known,	the	
wind	speed	component	along	that	path	can	be	derived	
together	with	the	speed	of	sound	in	air.	The	latter	is	
dependent	on	ambient	temperature	and	to	lesser	degree	
also	on	relative	humidity.	A	two	dimensional	(2D)	sonic	
wind	sensor	with	two	transducer	pairs	gives	the	hori-
zontal	wind	speed	and	direction	as	well	as	the	so-called	
virtual	temperature.

Figure 1. The wind mast at Hupsel equipped with a sonic wind sensor and 

the operational KNMI cup anemometer and wind vane. The inset shows the 

Thies 2D sonic.
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In	2002-2003	three	commercial	2D	sonic	wind	sensors	
have	been	evaluated	by	KNMI1).	The	results	were	
promising	although	the	sensors	did	not	meet	all	the	
requirements	of	KNMI.	Newer	versions	of	the	2D	sonics,	
that	meet	the	criteria,	have	recently	come	on	the	market.	
Hence	KNMI	selected	a	2D	sonic	and	started	a	project	to	
introduce	the	sonics	in	the	measurement	network	and	
get	operational	experience	under	various	conditions.	
Although	the	reason	for	the	replacement	of	conventional	
cup	anemometers	and	wind	vanes	by	sonic	wind	sensors	
is	economical	-	sonics	have	no	moving	parts	and	require	
much	less	maintenance	-	the	project	is	not	only	an	INFRA	
Department	affair.	Users	of	the	Climate	and	Weather	
Departments	are	involved	in	order	to	evaluate	the	results	
and	to	study	the	small	differences	with	conventional	
cup	anemometers	and	wind	vanes	that	can	be	expected	
due	to	the	different	dynamical	properties	of	the	wind	
sensors.

Wind tunnel tests
Wind	tunnel	tests	have	been	performed	in	the	Low	Speed	
Tunnel	(LST)	of	the	Dutch	National	Aerospace	
Laboratory	(NLR)	and	in	the	TNO	(Netherlands	Organi-
sation	for	Applied	Scientific	Research)	wind	tunnel.	The	
LST	wind	tunnel	tests	are	used	for	the	verification	of	the	
absolute	calibration	of	the	horizontal	wind	whereas	the	
TNO	wind	tunnel	has	been	used	for	performing	tests	with	
inclined	sonic	wind	sensors.	All	sensors	have	also	been	
tested	in	the	KNMI	wind	tunnel.	Since	the	measurement	
volume	of	the	KNMI	tunnel	is	too	small	it	cannot	be	used	
for	the	absolute	calibration.	However,	it	proved	to	be	
useful	for	testing	the	reproducibility	of	the	sonic	wind	
measurements.

Figure	2	(lower	panel)	shows	the	deviations	of	the	
azimuth	averaged	wind	speed	of	two	2D	sonics	and	three	
cup	anemometers	versus	the	LST	wind	tunnel	reference	
up	to	75	m/s.	The	results	of	the	KNMI	cup	anemometers	
show	an	underestimation	of	the	wind	speed	at	low	values	
(due	to	friction)	and	at	high	values	(due	to	turbulence),	
but	the	results	are	well	within	the	WMO	accuracy	limit	of	
±10%.	The	sonic	wind	sensors	are	close	(<1%)	to	the	refe-
rence	wind	speed	over	the	full	wind	speed	range.	Note	
that	the	deviations	in	sonic	wind	speed	and	direction	
depend	on	the	wind	direction	(upper	panel).	These	errors	
are	largest	(3%)	when	the	wind	is	parallel	to	a	transducer	
pair	because	then	the	wind	field	along	the	measurement	
path	is	disturbed.

Field test
The	sonics	have	been	installed	at	10	locations	throug-
hout	the	Netherlands	which	have	been	selected	to	give	
a	wide	variety	of	conditions.	The	location	include	e.g.:	
climatological	stations	Vlissingen	and	De	Bilt	with	long	

historical	records	and	high	spatial	variations	in	surface	
roughness	around	the	locations;	North	Sea	platform	
Lichteiland	Goeree	and	the	pier	of	IJmuiden	where	
high	wind	speeds	are	observed	in	a	saline	environment;	
airports	Schiphol	(runway	18R)	and	Volkel	where	noise	
and	vortices	by	aviation	can	be	expected;	the	Cabauw	
research	site	of	KNMI	with	optimal	measurement	
conditions;	Vlieland	with	the	wind	sensor	on	a	sandy	
plain.	At	all	locations	the	sonic	wind	sensor	is	installed	
in	parallel	to	the	existing	cup	anemometer	wind	vane	
combination	(see	Figure	1).	The	distance	between	the	
sonic	and	cup	anemometer	is	1	m	and	the	sensors	are	
aligned	perpendicular	to	the	prevailing	South	West	wind	
direction.	Figure	3	shows	an	example	of	the	measure-
ments	obtained	at	20	m	altitude	in	De	Bilt.

Conclusion
The	wind	tunnel	tests	showed	that	the	2D	sonic	wind	
sensors	and	cup	anemometers	meet	the	accuracy	requi-
rements	for	wind	speed	and	direction	over	the	full	wind	
speed	range,	the	results	of	the	sonics	generally	being	
better.	The	field	test	shows	that	the	wind	speed	and	

Figure 2. The errors in wind speed (blue) and direction (red) depending on 

the azimuth of the sonic at 10 m/s (top) and the deviations of the azimuth 

averaged wind speed of two sonics and three cup anemometers from the 

DNW-LST wind tunnel reference for wind speeds between 3 and 75 m/s 

(bottom).
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Figure 3. The 1-minute averaged wind direction and wind speed at De 

Bilt on May 26th, 2009 reported by cup/vane and sonic. The differences in 

wind direction show an alignment error of 4° and have a standard error of 

3°. The daily averaged difference in wind speed is 0.03m/s with a standard 

error of 0.11m/s.

direction	reported	by	the	sonic	are	generally	in	very	good	
agreement	with	those	reported	by	the	KNMI	cup	anemo-
meter	and	wind	vane,	respectively.	Some	larger	deviati-
ons	and	even	data	outages	have	been	observed	at	De	Bilt	
that	are	related	to	solid	precipitation	events	and	birds	
disturbing	or	even	blocking	the	measurement	path.	The	
manufacturer	provided	a	sensor	with	an	improved	hea-
ting	and	equipped	with	bird	refuses,	which	is	currently	
installed	at	De	Bilt.	The	sonics	have	been	made	available	
in	the	measurement	network	in	order	to	facilitate	the	
user	evaluation.

Exploration of new sensors for the observa-
tion of precipitation type
Introduction
KNMI	operates	the	Vaisala	FD12P	present	weather	sensor	
for	observations	of	visibility,	precipitation	type	and	
duration	in	the	national	meteorological	observation	net-
work.	The	sensor	uses	the	principle	of	forward	scattering	
of	infrared	light	in	a	small	volume	of	air.	
Precipitation	type	is	derived	internally	by	analysing	the	
signals	from	the	optical	receiver	and	a	capacitive	rain	
detector,	together	with	temperature.	However,	some	
shortcomings	of	this	observation	have	been	recognized	
since	its	introduction2,3,4),	particularly	with	precipitation	
type	discrimination	around	zero	degree	Celsius,	hail	
detection	and	the	detection	of	very	light	precipitation	
events.	Correction	algorithms	for	the	precipitation	type	
did	not	give	sufficient	improvement.	Therefore,	it	was	
decided	to	investigate	the	performance	of	new	sensors	
for	the	observation	of	precipitation	type	in	the	TeNSor	
project,	and	investigate	their	added	value	over	the	
FD12P.

Four	sensors	were	selected	and	purchased	for	this	test	
in	the	beginning	of	2008.	The	optical	disdrometers	
Thies	Laser	Precipitation	Monitor	(LPM)	and	Ott	Parsivel	
measure	the	extinction	in	a	horizontal	sheet	of	light	to	
estimate	the	diameter	and	fall	velocity	of	each	indivi-
dual	particle.	The	precipitation	type	is	determined	from	
the	particle	property	statistics	compared	to	empirical	
relationships.	The	Lufft	R2S	sensor,	a	small	24	GHz	Dop-
pler	radar	system,	is	also	included,	as	well	as	the	Vaisala	
WXT520	weather	transmitter.	The	latter	sensor	is	an	
all-in-one	compact	weather	station	with	a	piezoelectric	
precipitation	sensor	on	top	that	is	able	to	distinguish	
between	rain	and	hail	particles.

Field test and evaluation
The	sensors	are	installed	on	the	test	field	in	De	Bilt	since	
September	12th,	2008	(see	Figure	4).	Data	messages	are	
acquired	every	minute	and	averaged	to	10-minute	and	
hourly	weather	codes,	which	are	evaluated	on	a	routine	
basis	by	data	validation	specialists	and	meteorologists.	
They	can	enter	their	level	of	agreement	with	the	sensors	
in	a	web-based	form.	The	sensors	on	the	test	field	are	co-
located	within	30	m	of	the	FD12P		and	the	other	meteoro-
logical	sensors,	which	offers	the	opportunity	to	analyse	
the	relation	with	other	parameters	(e.g.	precipitation	
amount,	wind)	as	well.

A	winter	situation	where	the	Thies	LPM	and	Ott	Parsivel	
significantly	deviate	from	the	FD12P	is	presented	in	
Figure	5	(left	panels).	Both	optical	disdrometers	start	to	
report	mixed	and	solid	precipitation	from	16UT,	which	is	
in	better	agreement	with	the	evaluation	of	the	meteoro-
logist	than	the	rain	reported	by	the	FD12P.	The	reported	
large	amount	of	hail	reports	by	the	Parsivel,	which	is	a	
common	feature	for	this	sensor,	has	however	not	been	
confirmed.	Note	furthermore	that	the	LPM	seems	more	
sensitive	for	very	light	precipitation,	reporting	a	

Figure 4. The test field in De Bilt, with the four precipitation type sensors 

under test indicated in the foreground.
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significant	number	of	drizzle	events	between	13	and	14	
UT.	The	detection	and	precipitation	type	capabilities	of	
the	Lufft	R2S	and	Vaisala	WXT520	seem	inadequate.

Another	case,	where	the	FD12P	falsely	detects	precipi-
tation	during	dense	fog,	is	illustrated	in	Figure	5	(right	
panels).	Visibility	values	drop	below	200	m	shortly	after	
21	UT,	leading	to	successive	reports	of	snow	and	snow	
grains	with	intensities	up	to	0.03	mm/h.	Improvement	
can	be	achieved	on	this	point	as	well,	as	the	other	sen-
sors	in	the	test	clearly	suffer	less	from	this	problem.

Conclusion
Based	on	the	evaluation	in	the	first	winter	of	the	test,	
the	Thies	disdrometer	is	the	most	promising	sensor	for	
improving	the	observation	of	the	precipitation	type	in	
the	maerurement	network	of	KNMI.	More	specifically,	
it	seems	to	give	added	value	on	hail	discrimination	and	
demonstrates	good	results	during	transitions	between	
liquid	and	solid	precipitation	and	the	detection	of	very	
light	precipitation.	It	should	however	be	mentioned	that	
the	Thies	disdrometer	also	has	its	shortcomings,	i.e.	it	
suffers	from	false	detections	due	to	insects	and	spider	
webs	and	shows	a	significant	wind	direction	dependency	
of	the	measured	precipitation	amount.	The	latter	was	
confirmed	in	an	analysis	of	DWD	data	from	three	LPM	
sensors	with	different	orientations.

Wintry	precipitation	events	in	one	season	are	sparse	
and	the	evaluation	by	meteorologists	has	its	limitations	

because	they	scarcely	have	the	opportunity	to	perform	
a	detailed	evaluation	during	solid	precipitation	events.	
Therefore	the	test	was	extended	to	the	end	of	the	winter	
season	2009-2010.	Furthermore	a	second	field	test	with	
the	Thies	LPM	at	the	airports	Schiphol	and	Rotterdam	
airport	is	being	prepared	since	the	human	observer	can	
play	an	important	role	in	the	evaluation.	In	addition,	

Figure 5. Overview of the precipitation accumulation for two days in the field test: a) wintry precipitation on February 3rd, 2009 (left), and faulty detecti-

ons of precipitation by the FD12P sensor due to dense fog on December 15th, 2008 (right). For the first case, the reported precipitation types are shown 

in the lower left panel, with the observation of the meteorologist (‘Reference’) indicated by black diamonds. For the second case, the visibility presented in 

the lower right panel is the Meteorological Optical Range (MOR).

Figure 6. The NubiScope at the Baseline Surface Radiation Network 

(BSRN) site of Cabauw.
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the	combination	of	the	results	of	the	rain	gauge,	the	
FD12P		and	the	disdrometer	in	order	to	obtain	an	optimal	
precipitation	detection	and	type	discrimination	needs	to	
be	investigated	in	more	detail.

Evaluation of a new sensor system for cloud 
observations: NubiScope
Introduction
Since	November	2002	all	synoptic	cloud	observations	at	
KNMI	are	performed	automatically	and	more	recently	the	
aeronautical	cloud	observations	in	the	aviation	routine	
weather	reports	(METAR)	are	automated	for	some	regio-
nal	and	military	airports.	For	that	purpose	the	cloud	base	
detections	of	a	ceilometer	(Vaisala	LD40)	of	the	previous	
half	hour	(10	minutes	for	AUTOMETAR)	are	processed	
with	an	algorithm	that	combines	the	individual	cloud	
hits	into	up	to	3	cloud	layers	each	with	base	and	cloud	
amount.	Experience	indicated	that	although	the	results	
of	manual	and	automated	cloud	observations	show	good	
overall	agreement,	large	differences	do	occur	in	certain	
situations	when	the	measurements	of	the	ceilometer	are	

Figure 7. The NubiScope evaluation screen 

showing: a daily overview of the total cloud 

cover of NubiScope (gray), LD40 (green) 

and TSI (red) on June 25th, 2009 and the 

differences LD40-NubiScope (blue) (bottom); 

the video images of the TSI at the start and 

end of the NubiScope scan and the NubiScope 

cloud mask at 9:30UT (top).

not	representative	for	the	full	hemispheric	cloud	cover	as	
reported	by	an	observer.	In	2006	KNMI	evaluated	a	
scanning	Infrared	(IR)	sensor,	the	so-called	NubiScope	
(Figure	6),	which	can	determine	the	cloudiness	over	the	
full	hemisphere	during	day-	and	night-time5).	In	2008	
such	a	sensor	was	purchased	by	the	Regional	Climate	
Division	in	order	to	improve	the	cloud	observation	at	
Cabauw	and	also	to	provide	temperature	information	
of	the	cloud	base	and	the	ground	surface.	An	evaluation	
of	the	NubiScope	is	performed	jointly	by	the	Regional	
Climate,	Infra	R&D	and	Weather	Production	Divisions.

NubiScope measurements
Since	April	2008	the	NubiScope	is	installed	at	the	Base-
line	Surface	Radiation	Network	(BSRN)	site	of	Cabauw.	
The	NubiScope	consists	of	a	pyrometer	which	is	sensitive	
in	the	thermal	infrared	(10-14	μm)	with	a	field	of	view	of	
3°	mounted	on	a	pan-and-tilt	unit.	The	NubiScope	works	
fully	automatic	and	performs	a	scan	of	the	overhead	
hemisphere	(36	azimuth	and	30	zenith	angles)	and	two	
surface	temperature	measurements	every	10	minutes.	
The	observed	temperatures	are	processed	in	order	to	
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derive	the	obscuration	type	(fog,	precipitation,	clouds)	
and	cloud	characteristics	(cloud	cover,	layering	and	alti-
tude).	The	NubiScope	determines	the	presence	of	clouds	
from	the	deviation	of	the	measured	sky	temperature	
from	a	clear	sky	value.	The	cloud	height	follows	from	the	
temperature	by	assuming	a	standard	temperature	profile.	
A	product	of	the	NubiScope	is	a	cloud	mask	that	shows	
the	spatial	distribution	of	low,	middle	and	high	cloud	
(see	Figure	7).

NubiScope evaluation
The	total	cloud	results	of	the	NubiScope	are	being	
evaluated	by	comparing	the	results	with	those	obtained	
by	the	LD40	ceilometer	and	other	sensors	available	at	
Cabauw,	such	as	the	cloud	radar	and	Total	Sky	Imager.	
The	differences	between	the	NubiScope	and	the	LD40	are	
similar	to	the	differences	observed	between	the	manual	
observer	and	the	LD40.	The	differences	in	total	cloud	
cover	are	in	88%	of	the	cases	±2	okta	or	less	(see	Table	1).	
As	a	result	of	scanning	the	NubiScope	is	able	to	detect	
clouds	in	almost	clear	sky	situations	or	gaps	in	overcast	
situations.	This	is	illustrated	by	the	reduced	number	of	
occurrences	of	0	and	8	okta	and	increased	occurrences	
of	1	and	7	okta	of	the	NubiScope	compared	to	the	LD40.	
The	evaluation	by	the	Weather	Department	is	perfor-
med	by	the	observers	at	Rotterdam	airport	by	analysing	
the	10-minute	NubiScope,	LD40	and	TSI	results.	Their	
findings	are	entered	in	a	web	tool.

Conclusion
The	evaluation	showed	that	the	total	cloud	cover	
reported	by	the	NubiScope	has	a	better	spatial	represen-
tativeness	than	the	LD40	and	its	frequency	distribution	
shows	better	agreement	with	reports	by	human	obser-
vers.	The	sensitivity	of	the	NubiScope	for	high	clouds	is	
still	a	bit	unclear.	Often	it	seems	to	be	better	than	that	of	
the	LD40,	but	certainly	not	as	good	as	that	of	the	cloud	
radar.	The	results	of	the	NubiScope	might	be	affected	by	
contamination	of	the	lens	and	atmospheric	moisture.	
This	needs	to	be	investigated	in	more	detail.	The	Climate	
Division	decided	to	keep	the	NubiScope	as	a	permanent	
instrument	at	the	Cabauw	research	site.

 

NA 0 1 2 3 4 5 6 7 8 Sum
NA 2164 134 103 28 26 15 26 21 193 326 3036
0 3379 2654 2609 371 162 116 97 71 307 141 9907
1 1195 1100 1105 348 180 127 81 73 276 128 4613
2 380 235 298 193 129 71 61 35 173 76 1651
3 333 129 203 136 141 88 55 38 196 67 1386
4 439 101 172 146 171 126 92 73 239 81 1640
5 383 58 109 95 135 129 117 99 311 91 1527
6 472 41 67 54 85 129 131 126 389 156 1650
7 1388 25 85 75 116 183 309 438 1736 1042 5397
8 5343 22 89 50 46 95 173 402 5498 10035 21753

Sum 15476 4499 4840 1496 1191 1079 1142 1376 9318 12143 52560
Δn±0 = 45% Δn±1 = 80% Δn±2 = 88% <Δn> = 0,04 <|Δn|> = 1,07
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Table 1. The contingency table of the total cloud cover reported by the NubiScope and LD40 for the period May 2008 – May 2009 in Cabauw. The green 

diagonal contains 45% of the data where LD40 and NubiScope give identical total cloud cover. The yellow and orange bands contain 80% and 88% of 

the data that is within ±1 and ±2 okta, respectively.  The averaged difference in total cloud cover is 0.04 okta and mean absolute deviation is 1.1 okta. 

Although the agreement between LD40 and NubiScope is generally good, situations where one reports overcast (8 okta) whereas the other reports clear 

sky (0 okta) do occur.
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High resolution observations 
for climate change monitoring 
of extremes
Albert Klein Tank

Introduction
A	basic	requirement	for	the	monitoring	of	climate	extre-
mes	is	the	availability	of	(and	access	to)	high	resolution	
observation	data	from	meteorological	stations.	Availabi-
lity	of	high	resolution	observation	data	is	also	required	
for	delivering	climate	change	information	services	in	
support	of	adaptation	measures.

In	Europe,	the	station	network	for	near-surface	climate	
observations	is	managed	by	a	large	number	of	predo-
minantly	National	Meteorological	and	Hydrological	
Services	(NMHSs).	Although	each	of	these	NMHSs	has	its	
own	data	archive	and	its	own	data	distribution	policy,	
they	are	convinced	that	sharing	their	data	is	essential	for	
assessing	climate	change	in	a	European	and	worldwide	
context.	KNMI	has	developed	a	framework	which	enables	
sharing	and	analyzing	high	resolution	observation	data.	
This	highlight	describes	the	approach,	recent	progress	
and	future	plans	for	this	activity.

European Climate Assessment & Dataset 
(ECA&D)
The	need	for	exchanging	observation	data	with	higher	
temporal	and	spatial	resolution	than	available	in	existing	
international	databases	formed	the	motivation	for	the	
EUMETNET-European	Climate	Support	Network	(ECSN)	to	

start	the	project	“European	Climate	Assessment	&	
Dataset	(ECA&D)”	in	1998.	The	goal	was	to	realize	a	
sustainable	operational	system	for	gathering,	archiving,	
quality	control,	analysis	and	dissemination	of	high	
resolution	data.

The	data	gathering	aspect	refers	to	the	collection	of	
long-term	daily	resolution	climatic	time	series	from	
meteorological	stations	throughout	Europe	and	the	
Mediterranean.	Currently,	over	50	countries	participate.	
The	archiving	aspect	refers	to	the	transformation	of	time	
series	to	standardized	formats	and	subsequent	storage	
in	a	centralized	database	system	at	KNMI.	Quality	control	
refers	to	the	use	of	standard	procedures	to	check	the	data	
and	attach	quality	and	homogeneity	flags.	Analysis	refers	
to	the	calculation	of	derived	indices	for	climate	extre-
mes,	such	as	the	number	of	frost	days	or	the	number	of	
high	precipitation	events,	according	to	internationally	
agreed	procedures.	Finally,	dissemination	refers	to	
making	available	to	users	both	the	daily	data	(including	
quality	flags	and	homogeneity	information)	and	the	
derived	indices.	Most	of	the	daily	series	and	all	derived	
indices	information	(including	time	series	plots,	trend	
maps,	anomaly	maps	and	climatology	maps)	are	publicly	
available	at	http://eca.knmi.nl.	Among	the	users	is	the	
European	Environment	Agency	(EEA)1).

The	ECA&D	database	has	seen	important	updates	over	the	
past	few	years,	significantly	extending	the	number	
of	stations	and	variables2).	To	meet	the	changing	
requirements	towards	near	real-time	information,	
many	of	the	scripts	leading	to	the	derived	indices	were	
made	more	computationally	efficient	in	2009.	Data	
from	synoptic	messages	distributed	through	the	Global	
Telecommunication	System	(GTS)	are	now	collected	and	
merged	as	near	real-time	supplements	to	the	climatic	

The activities under the umbrella of ECA&D provide vital 
ingredients for a successful monitoring of climate 
extremes in Europe
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time	series.	The	amount	of	metadata	in	the	database	
has	been	increased	and	made	accessible	via	the	ECA&D	
webpage.	This	information	is	required	for	the	correct	
interpretation	of	the	observational	series.	The	metadata	
now	includes	not	only	station	location,	but	also	such	
things	as	pictures	of	the	observing	site,	surface	
coverage	information,	station	relocations,	and	(changes	
in)	observing	practices	where	available.

The	analysis	of	changes	in	the	frequency	and	strength	of	
extremes	using	derived	indices	in	ECA&D	continues	to	be	
aligned	with	worldwide	indices	activities3).	To	illustrate	
the	use	of	derived	indices	for	analyzing	observed	changes	
in	moderate	extremes,	Figure	1	shows	the	trends	in	the	
index	“precipitation	fraction	due	to	very	wet	days	(above	
the	long	term	95	percentile)”.	This	index	can	be	used	to	
investigate	whether	there	has	been	a	relatively	larger	
change	in	extreme	precipitation	events	than	in	the	total	
amount.	At	stations	where	the	total	annual	amount	

increases,	positive	trends	in	this	index	indicate	that	
extremes	are	disproportionately	increasing	more	quickly	
than	the	total.	At	stations	where	the	annual	amount	
decreases,	positive	trends	in	this	index	indicate	that	
very	wet	days	are	less	affected	by	the	trend	in	the	total	
compared	to	the	other	wet	days.	Negative	trends	indicate	
a	smaller	than	proportional	contribution	of	very	wet	days	
to	observed	changes	in	total	precipitation.

Figure	1a	shows	a	positive	trend	in	this	index	of	0.46	%	
per	decade	for	De	Bilt.	The	majority	of	the	precipitation	
series	in	the	Netherlands	(Figure	1b)	and	Europe	
(Figure	1c)	also	show	a	positive	trend	in	this	index,	
indicating	a	disproportionately	large	change	in	the	
extremes	relative	to	the	total	amounts.	The	Europe-
average	trend	over	the	period	1946-2008	is	0.32%	per	
decade	(95%	confidence	interval:	0.14-0.51%).	This	
supports	the	notion	of	a	relatively	larger	change	in	
extreme	precipitation	events	compared	to	the	annual	

Figure 1. Observed trends in the extremes index “precipitation fraction due to very wet days” derived from daily ECA&D series: (a) the time evolution at 

station De Bilt (blue lines indicate the trend and its 95% confidence interval); (b) the trends over the period 1946 to 2009 at stations in the Netherlands; 

(c) the trends over the same period at stations in Europe; and (d) the worldwide trends between 1951 and 2003 and the anomalies averaged over grid 

cells with data. Source: http://eca.knmi.nl and 4). The analysis consists of the following steps: 1) identification of the very wet days in the daily 

precipitation series using a site specific threshold calculated as the 95th percentile of wet days in the 1961-90 period; 2) determination of the percentage 

of total precipitation in each year that is due to these very wet days; and 3) calculation of the trends in the time series of these yearly percentages. The 

maps show that positive trends dominate, but information is only available for roughly half of the global land area.

(TNx), the coldest maximum temperature (TXn) and the
hottest maximum temperature (TXx) have also increased
in the latter half of the 20th century but the difference
between the 1951–1978 and 1979–2003 time periods is
less obvious (not shown).
[45] Similar patterns of change emerge for the other

temperature indices (not shown). However, the remaining
indices are harder to analyze because the distributions are
very non-Gaussian. For all the indices, except the annual
occurrence of summer nights and warm spell duration
index, the PDF for the most recent time period is signifi-

cantly different from that for the first half of the 20th
century. Also the 1979–2003 PDF is significantly different
from the 1951–1978 PDF for all of the temperature indices
studied, indicating a shift toward warmer conditions in the
most recent decades.
[46] For the precipitation indices there are fewer clear

signs of change (see Figure 9), although the most recent
time period is significantly different from the 1901–1950
period for every index. In general statistical tests show
changes in the precipitation indices that are consistent with
a wetter climate. However, these results are difficult to

Figure 6. As Figure 2 but for precipitation indices (a) R10 in days, (b) R95pT (i.e., (R95p/
PRCPTOT)*100) in %, (c) CDD in days, and (d) SDII in mm/day.
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totals.	Together	with	similar	results	for	other	regions	of	
the	world	(Figure	1d),	this	led	IPCC4)	to	conclude	that	
heavy	precipitation	events	increased	over	most	areas	
during	the	second	half	of	the	20th	century,	leading	to	a	
larger	proportion	of	total	yearly	rainfall	due	to	heavy	falls.

Another	example	of	the	use	of	derived	indices	for	ana-
lysing	extremes	is	shown	in	Figure	2,	in	which	the	index	
“warm	nights”	is	portrayed	for	the	European	heat	wave	
summer	of	2003.	The	results	indicate	that	during	this	
summer,	the	number	of	warm	nights	has	been	much	
higher	than	usual	in	a	large	part	of	Central	and	Western	
Europe.	The	anomalies	in	“warm	nights”	were	genera-
lly	larger	than	the	anomalies	in	the	number	of	“warm	
daytimes”	(not	shown).

Recent	indices	analysis	has	focussed	on	the	influence	
of	atmospheric	circulation	changes	on	the	observed	
changes	in	the	number	of	“warm	days”	and	“cold	days”	
in	Europe5).	In	this	study,	the	temperature	series	were	
first	adjusted	for	global	warming	before	determining	the	
indices	for	cold	and	warm	extremes.	The	results	show	
a	warming	effect	for	both	winter	and	summer.	For	the	
“warm	day”	index,	this	change	is	not	accounted	for	by	
the	frequency	change	of	circulation	types,	
nor	is	it	accounted	for	by	the	global	warming	trend	

(Figure	3).	A	simple	snow	model	shows	that	variations	in	
the	European	snow	cover	extent	are	likely	influencing	the	
cold	and	warm	day	indices	in	winter,	i.e.,	the	decreasing	
trend	of	snow	cover	extent	is	associated	with	the	
increasing	(decreasing)	trend	of	the	number	of	warm	
(cold)	days	for	stations	throughout	Europe.

E-OBS gridded version
In	recent	years,	the	ECA&D	station	data	have	been	used	in	
several	activities	and	projects.	Within	the	EU-FP6	project	
ENSEMBLES6),	a	new	daily	gridded	observation	dataset	
(E-OBS)	has	been	developed	on	the	basis	of	the	ECA&D	
station	data7).	This	new	dataset	enables,	for	the	first	time,	
evaluation	of	how	well	extremes	are	represented	in	Regi-
onal	Climate	Model	simulations.

The	E-OBS	dataset	is	a	European	land-only,	daily	high-
resolution	dataset	for	precipitation	and	surface	air	
temperature	(minimum,	mean	and	maximum)	for	
the	period	1950-now.	This	dataset	improves	on	other	
products	in	its	spatial	resolution	and	extent,	time	period,	
number	of	contributing	stations,	and	research	into	fin-
ding	the	most	appropriate	method	for	spatial	
interpolation	of	daily	climate	observations.	Figure	4	
shows	the	E-OBS	dataset	for	the	maximum	temperature	

Figure 2. Use of ECA&D station series to describe the heat wave summer 

of 2003 in Central and Western Europe with the extremes index “warm 

nights”. For every station, the circle represents the number of nights with 

minimum temperature falling in the long-term 90th percentile range for 

the local climate. The size of the circle is proportional to the number of 

nights: blue indicates fewer “warm nights” than the climatological value 

and red indicates more “warm nights” than the climatological value. 

During summer 2003 in particular, the number of “warm nights” was 

much higher than usual in a large part of Central and Western Europe (red 

circles dominate the map). In areas with large red circles, there have been 

more than 40 additional “warm nights” compared to a normal summer 

season. This anomaly corresponded with mean summer temperatures that 

were more than 3°C higher than the long term average. 

(source: http://eca.knmi.nl).

Figure 3. Relative contributions of several factors to the trend in the 

extremes indices “cold days” (below the zero line) and “warm days” (above 

the zero line) observed at ECA&D stations averaged over Europe. The 

green, solid lines show the trends as observed in the index for “cold days” 

(TG10p) and “warm days” (TG90p). The red, dotted lines show the trend 

contribution due to global warming. The blue, dashed lines show the accu-

mulated contributions of global warming and changes in the frequency 

of circulation types. The error bars (uncertainties) are shown for the year 

2000 (slightly shifted for clarity). (source5))
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Figure 4. Illustration of the E-OBS dataset (0.25 degree regular grid) showing the maximum temperature (left) plus standard error (right) on the hottest 

day in Europe since 1950: 29 July 2002. The maximum temperature averaged over Europe on this day was 30.3°C, compared to the 1961-1990 

summer mean of 22.4°C. The box defines the geographical extent of the dataset and white land areas indicate that there is not enough station data for 

interpolation. (source: http://eca.knmi.nl/ensembles).

on	the	hottest	day	in	Europe	since	1950,	29	July	2002.
The	E-OBS	dataset	is	accessible	by	the	public	at	http://eca.
knmi.nl/ensembles.	It	will	continue	to	be	maintained	
and	updated	beyond	the	duration	of	the	ENSEMBLES	
project,	which	ends	in	December	2009.

Statistical	homogeneity	tests	performed	routinely	within	
ECA&D8)	and	for	ENSEMBLES9)	reveal	that	many	of	the	
underlying	station	series	are	subject	to	potential	inho-
mogeneities	due	to,	for	instance,	changes	in	observing	
practices.	This	affects,	in	particular,	the	understanding	
of	extremes	because	changes	in	extremes	are	often	
more	sensitive	to	inhomogeneous	climate	monitoring	
practices	than	changes	in	the	mean.	In	addition,	there	are	
limitations	in	the	ability	of	the	interpolation	method	to	
estimate	grid	values	from	the	underlying	station	network.	
In	areas	where	relatively	few	stations	have	been	used	for	
the	interpolation,	both	precipitation	and	temperature	
are	‘over-smoothed’.	This	leads	to	reduced	interpolated	
values	relative	to	the	‘true’	area-averages,	in	particular	
for	extremes10).	This	implies	that	future	work	on	the	
E-OBS	gridded	dataset	is	necessary	and	care	must	be	taken	
when	using	it.	But	E-OBS	is	the	only	daily	gridded	dataset	
currently	available	and	quality	control	procedures	have	
successfully	filtered	out	the	most	severe	data	problems.

Outlook
After	more	than	10	years,	ECA&D	has	entered	a	mature	
phase.	From	2009	onwards,	the	system	will	continue	to	
be	maintained	by	KNMI	as	an	operational	activity,	rather	
than	as	a	research	activity.	Recently,	the	status	of	Regio-
nal	Climate	Centre	(RCC)	for	high	resolution	observation	
data	in	WMO	Region	VI	(Europe	and	the	Middle	East)	has	
been	obtained.	This	means	that	the	activity	is	recognized	
by	WMO	as	an	important	contribution	to	regional	and	
global	climate	monitoring	and	service	delivery.	RCCs	are	
Centres	of	Excellence	that	assist	WMO	members	in	a	given	
region	to	deliver	better	climate	services	and	products,	
and	to	strengthen	their	capacity	to	meet	national	climate	
information	needs.	ECA&D	provides	such	RCC-services	for	
daily	station	data	and	derived	extremes	indices	data.

Starting	in	2010,	KNMI	will	develop	new	ECA&D	functio-
nalities	and	conduct	scientific	research	with	the	
observation	data	within	the	EU-FP7	funded	project	
European	Reanalysis	and	Observations	for	Monitoring	
(EURO4M),	for	which	KNMI	is	the	coordinator.	The	aim	of	
EURO4M	is	to	describe	the	evolution	of	the	Earth	system	
components	by	seamlessly	combining	two	different	but	
complementary	approaches:	regional	observation	data-
sets	of	Essential	Climate	Variables	(ECVs)	such	as	provided	
by	ECA&D	on	the	one	hand,	and	newly	developed	state-of-
the-art	(model	based)	regional	reanalysis	on	the	other.

EURO4M	will	extend,	in	a	cost-effective	manner,	Europe-
an	capacity	to	systematically	monitor	climate	variability	
and	change	(including	extremes)	on	a	range	of	space	and	
time	scales.	The	project	will	reach	out	with	innovative	
and	integrated	data	products	and	climate	change	services	
to	policy-makers,	researchers,	planners	and	citizens	at	
European,	national	and	local	levels.	This	will	directly	

The new E-OBS daily gridded dataset for Europe 
enables, for the first time, evaluation of extremes in 
Regional Climate Model simulations
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address	the	needs	of,	for	instance,	the	EEA	for	their	envi-
ronmental	assessment	reports,	and	even	provide	online	
reporting	during	emerging	extreme	events.

EURO4M	is	an	important	building	block	for	Global	Moni-
toring	for	Environment	and	Security	(GMES).	It	has	the	
potential	to	evolve	into	a	future	GMES	service	on	climate	
change	monitoring	that	is	fully	complementary	and	
supportive	to	the	existing	operational	services	for	land,	
marine,	emergency,	atmosphere,	and	security.

Conclusion
The	activities	under	the	umbrella	of	ECA&D	provide	
vital	ingredients	for	a	successful	monitoring	of	climate	
extremes	in	Europe.	ECA&D	also	enables	adequate	climate	
change	information	services	in	support	of	adaptation	
measures	on	a	European	scale.	The	project	is	well	on	
its	way	to	become	Europe’s	primary	source	of	timely	
and	reliable	information	about	the	state	of	the	climate.	
This	will	help	us	better	understand	and	predict	climate	
change,	extremes	and	weather	related	hazards,	so	that	
society	can	respond	in	the	best	possible	way.
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Regional differences in the 
extreme rainfall climatology in 
the Netherlands
Adri Buishand, Rudmer Jilderda and Janet Wijngaard

Introduction
The	Netherlands	is	a	small	and	flat	country,	and	
climatological	differences	are	therefore	small.	Mean	
annual	rainfall	ranges	from	about	700	to	900	mm,	see	
Figure	1.	The	small	area	in	the	extreme	south-east	corner	
of	the	Netherlands	where	mean	annual	rainfall	slightly	
exceeds	900	mm	coincides	with	the	highest	part	of	the	
country	(up	to	322	m).

Rainfall	frequency	analysis	in	the	Netherlands	has	often	
been	based	on	rainfall	measurements	at	the	KNMI	
observatory	in	De	Bilt,	in	the	middle	of	the	country.	The	
latest	update	was	presented	in	20041,2).	For	this	update	
hourly	data	for	the	period	1906-2003	were	used.	Apart	

from	the	hourly	record	of	De	Bilt,	ten	daily	rainfall	series	
from	different	locations	were	analysed.	It	was	concluded	
that	for	the	time	being	relative	regional	differences	in	
mean	annual	rainfall	could	be	used	to	account	for	
regional	differences	in	the	quantiles	of	the	distributi-
ons	of	extreme	rainfall	for	durations	of	24	h	or	longer.	
Further	research	using	more	rainfall	data	was	recom-
mended.

Frequent	flooding	in	coastal	areas	has	led	to	discussions	
whether	extreme	rainfall	might	occur	more	often	along	
the	coast	than	is	assumed	in	present-day	hydrologic	
design	practices.	For	extreme	daily	rainfall	within	the	
Delfland	Water	Authority	area,	situated	to	the	west	of	
Rotterdam,	it	was	found	that	the	adjustment	of	the	
quantiles	of	the	extremes	for	De	Bilt	needs	to	be	larger	
than	what	the	ratio	of	the	mean	annual	rainfall	amounts	
of	both	places	suggests3).	In	an	other	study	seven	hourly	
rainfall	records	were	compared	by	calculating	the	extre-
me	water	levels	for	six	different	water	systems4).	
The	5-year	events	obtained	from	the	Rotterdam	record	
turned	out	to	be	considerably	higher	than	those	from	
the	De	Bilt	record.	Relatively	high	water	levels	were	also	
found	for	Valkenburg,	near	the	west	coast	to	the	north	
of	The	Hague,	but	these	were	less	high	than	for	
Rotterdam.

A	detailed	study	on	regional	differences	in	extreme	rain-
fall	climatology	in	the	Netherlands	has	been	completed	
recently5).	For	this	study	the	daily	rainfall	records	from	
141	rainfall	stations	for	the	55-year	period	1951-2005	were	
analysed.	The	stations	were	evenly	distributed	over	the	
country.	The	selected	records	did	not	reveal	serious	arti-
ficial	breaks	regarding	daily	rainfall	events	of	10	mm	or	
more.	The	analysis	of	extreme	values	and	the	application	
of	the	results	are	discussed	below.

Figure 1. Mean annual rainfall in the Netherlands for the period 

1971-2000.
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The analysis of extreme values
For	each	of	the	55-year	records	the	annual	maximum	
rainfall	amounts	were	abstracted	for	durations	D	of	1,	2,	
4,	8	and	9	days.	These	durations	are	the	same	as	those	
considered	in	the	latest	rainfall	frequency	analysis	for	
De	Bilt1,2).	As	in	that	previous	work,	the	Generalized	
Extreme	Value	(GEV)	distribution	was	used	to	describe	the	
distribution	of	the	annual	maximum	amounts	for	each	
duration.	The	quantile	x(T)	that	is	exceeded	on	average	
once	in	T	years	(the	‘T-year	event’)	for	a	given	duration	D	
can	then	be	represented	as:

For	κ	=	0,	the	GEV	distribution	reduces	to	the	Gumbel	
distribution,	for	which
	

The	GEV	distribution	has	three	parameters:	a	location	
parameter	μ,	a	dispersion	coefficient	γ,	and	a	shape	para-

meter	κ.	Note	that	x(T)	=	μ	if	T	=	1/(1–1/e)	≈	1.58	years,	i.e.,	
the	location	parameter	corresponds	to	the	value	that	is	
on	average	exceeded	in	100/1.58	=	63%	of	the	years.	
The	dispersion	coefficient	γ	is	a	measure	of	the	year-
to-year	variability	of	the	rainfall	extremes	(comparable	
to	the	coefficient	of	variation).	The	shape	parameter
κ	is	important	if	one	is	interested	in	very	rare	events	
(T	≥	100	years).	For	κ	<	0	the	GEV	distribution	has	a	
heavier	upper	tail	than	the	Gumbel	distribution,	
implying	that	very	rare	events	occur	more	frequently.	
The	converse	holds	if	κ	>	0.

The	three	GEV	parameters	determine	the	magnitude	of	
regional	differences	in	extreme	rainfall	climatology.	
Regional	variation	in	the	shape	parameter	is	
discussed	first,	followed	by	the	regional	differences	in	
the		dispersion	coefficient	and	the	location	
parameter.

The shape parameter
Koutsoyiannis6)	analysed	the	1-day	annual	maxima	in	
long	rainfall	records	from	the	USA,	UK	and	Mediter-
ranean	and	came	to	the	remarkable	conclusion	that	
the	shape	parameter	is	the	same	in	these	geographical	
regions.	Research	in	Belgium	and	the	Netherlands	has	
also	not	revealed	any	systematic	differences	between	the	
values	of	the	shape	parameter	for	the	two	countries7,8).	
Based	on	this	research,	the	following	relationship	
between	κ	and	the	duration	D	(expressed	in	days)	has	
been	derived	in	the	latest	rainfall	frequency	analysis	for	
De	Bilt1):

κ		=	-		0.090	+	0.0170D
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Figure 2. Dispersion coefficient (left) and location parameter (right) of 4-day annual maximum rainfall versus mean annual rainfall. The horizontal line 

in the left panel depicts the average dispersion coefficient. The straight line in the right panel represents a proportional relationship between the location 

parameter and mean annual rainfall.

For this study the daily rainfall records from 
141 rainfall stations for the 55-year period 1951-2005 
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Note	that	κ	is	negative	for	D	≤	5	days	(heavy	tailed	dis-
tribution)	and	positive	for	D	≥	6	days.	This	relationship	
was	needed	because	it	is	not	possible	to	obtain	a	reliable	
estimate	of	κ	from	a	single	rainfall	record.	In	line	with	
that	work,	the	same	values	of	κ	were	employed	in	the	
research	described	here.

The dispersion coefficient
In	Figure	2	(left	panel)	the	estimated	dispersion	coef-
ficients	of	the	4-day	rainfall	extremes	for	the	141	selected	
rainfall	stations	are	plotted	versus	the	mean	annual	rain-
fall.	There	seems	to	be	no	relationship	between	the	two	
quantities.	This	was	confirmed	by	a	generalized	least-
squares	regression.	Generalized	rather	than	ordinary	
least	squares	is	necessary	here	because	of	the	correlation	
between	the	estimated	dispersion	coefficients	at	neigh-
bouring	stations	resulting	from	the	spatial	dependence	
of	rainfall.	This	correlation	decreases	with	increasing	
distance	between	stations	(Figure	3).	It	further	turned	out	
that	the	difference	between	the	dispersion	coefficients	
for	coastal	and	inland	stations	is	statistically	not	signi-
ficant.	Similar	results	were	obtained	for	the	1-day	and	
9-day	rainfall	extremes,	so	that	we	may	assume	that	the	
dispersion	coefficient	is	constant	across	the	Netherlands	
for	a	given	duration.

From	the	assumption	of	a	constant	κ	and	γ,	it	follows	
that	x(T)/μ	is	also	constant	over	the	Netherlands	for	a	
given	duration,	or	in	other	words	the	distribution	of	the	
extremes	is	everywhere	the	same	after	scaling	with	the	
location	parameter.	This	corresponds	with	the	index-

flood	assumption	in	hydrology.	The	ratio	of	the	T-year	
events	at	two	locations	A	and	B	is	then	equal	to	the	ratio	
of	their	location	parameters:

	

for	any	T.	This	alone	does	not	justify	a	scaling	based	on	
mean	annual	rainfall	yet.	It	is	also	necessary	that	the	
location	parameter	is	proportional	to	mean	annual	
rainfall.

The location parameter
The	right	panel	of	Figure	2	shows	that	for	the	4-day	
rainfall	extremes	the	location	parameter	μ	increases	with	
mean	annual	rainfall.	This	relationship	is	statistically	sig-
nificant.	However,	it	also	turned	out	that	a	proportional	
relationship	between	the	location	parameter	and	mean	
annual	rainfall	performs	poorly.	From	Figure	2	it	can	
be	seen	that	the	estimated	location	parameter	deviates	
up	to	6	mm	(more	than	10%)	from	the	value	obtained	
from	such	a	relationship.	Therefore,	the	linkage	with	
mean	annual	rainfall	was	abandoned.	Instead,	another	
simple	rainfall	attribute	was	chosen	that	summarises	the	
values	of	the	location	parameter	for	the	five	considered	
durations:

	

with	μD	the	value	of	the	location	parameter	for	duration	
D,		μD		the	average	of	the	μD’s	for	the	141	selected	rainfall	
stations,	and	wD	a	weight	(wD	=	1/4	for	D	=	1,	2	and	4	days	
and	wD	=	1/8	for	D	=	8	and	9	days).	This	relative	location	
parameter	gives	a	better	picture	of	the	regional	differen-
ces	in	the	location	parameter	than	mean	annual	rainfall	
(deviations	from	the	estimated	location	parameter	for	
the	individual	durations	are	reduced	by	a	factor	2	to	3).

Adjusting for regional differences in extreme 
rainfall climatology
The	parameter	μrel	varies	from	0.90	to	1.18	on	the	141	
selected	rainfall	stations.	The	country	average	of	μrel	
equals	1,	which	also	happens	to	be	the	value	for	De	
Bilt.	The	rainfall	frequency	distributions	for	this	station	
can	therefore	be	regarded	as	average	rainfall	frequency	
distributions	for	the	Netherlands.	Consultation	with	
representatives	of	regional	water	authorities	has	led	to	
the	recommendation	to	adjust	the	quantiles	of	extreme	
rainfall	in	areas	where	μrel	deviates	more	than	5%	from	
the	value	for	De	Bilt.	These	areas	are	indicated	in	
Figure	4.	The	multiplying	factors	in	this	figure	are	equal	
to	the	average	values	of	μrel	for	the	respective	areas.	From	
the	figure	it	is	clear	that	the	extreme	rainfall	climato-
logy	of	De	Bilt	applies	to	the	larger	part	of	the	country.	
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However,	adjustments	of	+8%	and	+14%	are	advised	for	
a	region	along	the	west	coast.	The	higher	adjustment	in	
this	region	applies	to	the	Rotterdam	area.	This	adjust-
ment	is	larger	than	an	adjustment	based	on	mean	annual	
rainfall.	A	14%	adjustment	is	also	recommended	for	the	
outermost	south-east	of	the	Netherlands.	Areas	with	a	
negative	adjustment	are	mainly	found	in	the	eastern	part	
of	the	country.

The	multiplying	factors	apply	to	extreme	rainfall	for	
durations	of	1	to	9	days.	Relatively	large	values	of	the	
location	parameter	are	also	found	in	a	region	along	the	
west	coast	for	the	24-h	rainfall	extremes	in	the	radar	data	
set,	which	is	discussed	in	the	highlight	by	Overeem	et	al.	
in	this	Triennial	Report,	but	this	region	does	not	show	
up	for	the	60-min	rainfall	extremes.	Distinct	areas	with	
relatively	low	values	of	the	location	parameters	are	also	
not	found	for	the	60-min	extremes.	The	use	of	the	multi-
plying	factors	from	Figure	4	is	therefore	discouraged	for	
durations	shorter	than	1	day.

Conclusion
Regional	differences	in	the	extreme	rainfall	climatology	
in	the	Netherlands	were	explored	using	daily	rainfall	
data	from	141	rainfall	stations.	A	number	of	areas	were	
identified	where	the	distributions	of	extreme	rainfall	
for	durations	of	1	to	9	days	significantly	deviated	from	
those	in	De	Bilt.	It	appeared	that	a	simple	scaling	of	the	
quantiles	of	these	distributions	with	the	ratio	of	mean	
annual	rainfall	is	insufficient	to	describe	the	regional	
differences	accurately.	Instead,	another	rainfall	attribute	
(relative	location	parameter)	is	suggested	to	account	for	
regional	differences	in	the	quantiles	of	the	distributions	
of	extreme	rainfall.
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Figure 4. Multiplying factors for converting the quantiles of extreme 

rainfall for De Bilt to other locations in the Netherlands.

 A number of areas were identified where the distributions 
of extreme rainfall for durations of 1 to 9 days 
significantly deviated from those in De Bilt
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Linking changes in hourly 
precipitation extremes to the 
Clausius-Clapeyron relation
Geert Lenderink and Erik van Meijgaard

Introduction
Events	of	extreme	precipitation	have	a	huge	influence	on	
society.	They	are	associated	with	flooding,	erosion,	water	
damage,	and	may	have	impacts	on	transport	and	safety.	
It	is	commonly	expected	that	precipitation	extremes	
will	increase	as	the	climate	warms.	Changes	in	extreme	
precipitation	are	even	often	considered	to	be	more	
predictable	than	changes	in	average	precipitation1,2).	
For	example,	the	KNMI’06	scenarios	predict	increases	
in	extreme	precipitation	for	all	scenarios,	but	are	not	
conclusive	about	the	sign	of	the	change	in	mean	
precipitation	in	summer3).

The	primary	reason	why	precipitation	extremes	are	
expected	to	increase	is	that	a	warmer	atmosphere	has	
a	larger	saturation	water	vapour	content.	The	relation	
between	“moisture-holding	capacity”	of	the	atmosphere,	
temperature	and	pressure	is	expressed	by	the	Clausius-
Clapeyron	relation,	which	is	based	on	the	atmospheric	
thermodynamics.	From	this	relation	follows	an	increase	
in	the	moisture-holding	capacity	of	the	atmosphere	of	
approximately	7%	per	degree	temperature	rise.	If	the	
relative	humidity	in	the	future	climate	remains	
approximately	the	same	as	in	the	present-day	climate	
–	which	is	generally	expected	based	on	model	results	and	
also	on	physical	understanding	–	the	amount	of	water	
vapour	in	the	atmosphere	will	increase	also	with	

7%	per	degree	temperature	rise.	Now,	the	commonly	
used	argument	is	that	in	extreme	showers	all	water	
vapour	in	the	air	(or	a	constant	fraction	of	it)	is	converted	
into	rain.	Hence,	extreme	precipitation	will	scale	with	
the	Clausius-Clapeyron	relation	(see	figure	1).

There	is	some	model	evidence	from	Global	Climate	
Models	(GCMs)	that	indeed	precipitation	extremes	
increase	at	the	rate	predicted	by	the	Clausius-Clapeyron	

Figure 1.  Schematic diagram of a precipitating convective cloud. Water 

vapour from the sub-cloud area is drawn into the base of the cloud by the 

convective storm dynamics and low level convergence. In the cloud water 

vapour condenses into cloud droplets, and eventually converts into rain. 

During the cloud’s lifecycle air from a certain area (in fact an air volume) 

visualised by the blue oval is within reach of the cloud, and a substantial 

amount of the moisture from this area is converted into rain.

The primary reason why precipitation extremes are 
expected to increase is that a warmer atmosphere has a 
larger saturation water vapour content
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(hereafter	CC)	relation2).	However,	a	CC	scaling	is	not	
obtained	in	every	model	and	there	exists	no	observatio-
nal	evidence	for	such	a	scaling.	Also,	despite	the	concep-
tual	understanding	as	outlined	above,	there	is	no	reason	
why	extremes	should	exactly	follow	the	CC	relation.	For	
instance,	changes	in	the	dynamics	of	the	atmosphere	
and	the	convective	cloud,	in	the	moist	adiabatic	tempe-
rature	profile4),	and	in	the	size	of	the	convective	cloud	
could	cause	deviations	from	the	CC-scaling.	In	addition,	
it	is	not	clear	how	robust	such	a	scaling	relation	is	across	
different	time	and	spatial	scales.

We	have	investigated	whether	a	CC-scaling	can	be	found	
in	the	observations.	A	relation	between	precipitation	
extremes	and	temperature	has	been	derived	from	
day-to-day	variations	in	temperature	and	precipitation.	
We	have	done	so	for	both	daily	and	hourly	extremes,	but	
here	we	focus	on	hourly	precipitation	extremes	since	
showers	have	a	typical	lifetime	of	one	to	a	few	hours.	
Finally,	we	examined	the	output	from	a	regional	climate	
model	integration	to	see	whether	such	a	scaling	also	
exists	for	the	climate	change	signal.	Most	of	the	results	
presented	here	have	been	published	in	Nature	Geosci-
ence5).

Observations
We	used	a	long	data	set	of	hourly	precipitation	observed	
at	De	Bilt,	starting	in	1906.	This	data	set	has	been	homo-
genized	and	quality	controlled.	We	divided	the	precipita-
tion	data	based	on	the	daily	mean	temperature	into	bins	
of	2	°C	width.	Daily	mean	temperatures		are	used,	instead	
of	hourly	temperatures,	because	we	are	interested	in	a	
proxy	representing	the	temperature	of	the	air	mass.	The	
hourly	temperatures	are	to	a	large	extent	controlled	by	

boundary-layer	processes	and	radiation.	From	the	binned	
data	we	computed	the	90th,	99th	and	99.9th	percentiles	
of	the	distribution	of	wet	events	(hours	or	days)	in	each	
bin.	The	99th	and	99.9th	percentile	are	computed	from	a	
generalized	Pareto	distribution	fitted	to	the	upper	5%	of	
the	data,	and	uncertainty	bands	are	computed	using	the	
bootstrap.	Besides	the	data	set	of	De	Bilt,	also	data	from	
Belgium	(Ukkel)	and	Switzerland	(Bern,	Basel	and	Zürich)	
has	been	analysed.

Figure	2a	shows	results	from	the	analysis	of	hourly	pre-
cipitation	extremes	for	De	Bilt.	For	temperatures	below	
10	°C	a	dependency	close	to	7%	per	degree	is	found	for	
the	higher	percentiles	(90th	percentile	and	higher).	Thus	
for	lower	temperatures	the	behaviour	of	the	extremes	
is	close	to	the	behaviour	predicted	by	the	Clausius-
Clapeyron	relation.	For	temperatures	abov	e	10	°C	a	
transition	is	seen	to	a	stronger	temperature	dependency	
close	to	14%	per	degree:	a	super	CC	scaling.	For	the	most	
extreme	events	this	super	CC	scaling	occurs	at	slightly	
lower	temperatures	than	for	the	less	extreme	events.	For	
moderate	events,	like	the	75th	percentile,	no	clear	scaling	
is	obtained5)	(not	shown	here).

Analysis	of	the	other	data	sets	confirms	that	the	scaling	
relation	found	in	the	De	Bilt	data	is	robust.	Data	from	
Belgium	and	Switzerland	reveal	very	similar	behaviour	
for	the	most	extreme	events	(Figures	2b,c).	Differences,	
however,	occur	for	the	less	extreme	events	(90th	percen-
tile	and	lower).

Daily	precipitation	extremes	show	less	strong	tempera-
ture	dependencies	than	the	hourly	extremes,	in	general	
close	to	or	below	the	CC	relation.	The	scaling	behaviour	
is	also	less	clearly	defined5).

Figure 2.  Scaling of observed hourly precipitation extremes with temperature for three different data sources (De Bilt: source KNMI; Ukkel: source RMI; 

Bern, Basel and Zürich: source MeteoSwiss). Shown are different percentiles of the distribution (90th to 99.9th percentiles) of hourly precipitation for each 

temperature bin. The grey shading plotted for the 99.9th and 99th percentiles denotes the 90% confidence intervals estimated by the bootstrap. 

Exponential relations given by a 7% increase per degree and 14% per degree are given by the black and red stippled lines, respectively. Note the 

logarithmic y-axis, due to which these exponential relations appear as straight lines.
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Model results
Can	the	scaling	between	temperature	and	extreme	
precipitation	inferred	from	present-day	climate	
observations	be	used	as	a	predictor	of	extreme	
precipitation	we	may	be	confronted	with	in	a	warmer	
climate?	To	investigate	this,	we	analysed	precipitation	
extremes	from	a	climate	integration	with	the	KNMI	
regional	climate	model	RACMO.	This	high	resolution	run,	
25	km	grid	spacing	on	a	domain	covering	the	whole	of	
Europe,	has	been	done	in	the	project	ENSEMBLES6)	funded	
by	the	European	Union.	Boundaries	for	this	climate	
scenario	run	are	taken	from	a	global	simulation	with	the	
climate	model	ECHAM5.

Figure	3a	shows	that	for	large	parts	of	central	Europe	the	
change	in	1-hour	extremes	indeed	exceeds	the	Clausius-
Clapeyron	prediction	significantly.	In	large	areas	typical	
dependencies	of	10-20	%	per	degree	are	found.	The	
increase	in	daily	extremes	is	less	(Figure	3b).

The	model	results	show	that	changes	in	hourly	precipi-
tation	extremes	in	a	warmer	climate	could	be	as	large	
as	14%	per	degree	temperature	rise	due	to	increases	in	
atmospheric	moisture	with	temperature.	However,	there	
are	more	factors	that	influence	the	change	in	the	
extremes,	such	as	changes	in	the	atmospheric	circulation	
and	soil	moisture	content.	For	example,	due	to	severe	
soil	drying	the	actual	increase	in	water	vapour	in	the	
atmosphere	may	not	scale	with	temperature.	In	corre-
spondence,	the	model	results	show	that	increases	in	
southern	Europe	are	much	smaller,	in	general	displaying	
a	temperature	dependency	below	the	CC	relation.	Work	
is	in	progress	to	further	clarify	the	relation	between	

atmospheric	circulation	changes,	soil	drying	and	
changes	in	precipitation	extremes.

Cause of the super Clausius-Clapeyron scaling
There	is	some	debate	about	the	cause	of	the	super	CC	
scaling	in	the	observations7,8).	In	our	opinion,	the	
explanation	must	be	searched	in	the	physics	of	deep	
convective	clouds.	For	this	type	of	precipitating	clouds	
the	strength	of	the	upward	motions	in	the	atmosphere	is	
(largely)	determined	by	the	latent	heat	release	occur-
ring	in	the	cloud.	More	rainfall	formation	implies	more	
latent	heat	release,	which	forces	stronger	updrafts	and	
potentially	a	stronger	rate	of	condensation	and	rainfall	
formation	in	the	cloud.	Thus,	we	argue	that	a	positive	
feedback	between	water	vapour	and	the	dynamics	of	
rainfall	formation	in	a	convective	cloud	causes	the	super	
CC	scaling.

Alternatively,	statistical	effects	potentially	affect	the	
scaling	as	well.	Different	temperature	ranges	are	
characterized	by	different	atmospheric	conditions,	and	
these	give	rise	to	different	precipitation	regimes.	Low	
temperatures	mostly	occur	in	the	winter	season,	with	
the	prevalence	of	synoptic	large	scale	cyclones.	In	these	
large-scale	systems	rainfall	intensities	are	generally	low,	
but	the	rainfall	duration	is	long	(typically	4	to	6	hours).	
Conversely,	the	high	temperature	range	is	dominated	
by	convective	rainfall,	with	high	intensities	and	short	
durations	(typically	1	hour).	Therefore,	the	change	from	
low	temperature	to	higher	temperatures	involves	a	
change	in	the	frequencies	of	both	the	large	scale	and	the	
convective	events,	whereby	on	average	less	intense	large	

Figure 3. The change in the 99.9th percentile of extreme precipitation on a grid scale (25x25 km2) normalized by the seasonal mean local temperature 

change. Changes are computed from the difference between the future period 2071-2100 and the reference period 1971-2000. The check board 

pattern is the result of the statistical postprocessing in which data from a larger area is analysed at the same time.
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scale	events	(with	longer	durati0n)	are	replaced	by	more	
intense	convective	events	(with	shorter	duration).	This	
statistical	effect	could	give	rise	to	an	enhanced	tempera-
ture	dependency	of	hourly	precipitation7).

The	reason	why	it	is	important	to	establish	the	cause	of	
the	super	CC	scaling	is	that	this	has	direct	consequences	
for	how	this	scaling	will	manifest	itself	in	the	climate	
change	signal.	It	is	not	expected	that	the	ratio	between	
the	frequencies	of	large-scale	and	convective	precipi-
tation	events	will	change	considerably	due	to	climate	
change.	Therefore,	if	the	super	CC	scaling	is	due	to	the	
proposed	statistical	effect,	changes	in	precipitation	
extremes	would	likely	be	not	larger	than	predicted	by	
the	CC	relation	(that	is,	7%	per	degree).	However,	if	the	
super	CC	scaling	is	due	to	the	physics	of	the	convective	
precipitation	process,	than	one	would	expect	this	scaling	
to	hold	under	warmer	future	climate	conditions.	In	that	
case,	changes	in	precipitation	extremes	are	likely	to	be	
larger	than	predicted	by	the	CC	relation.

Although	the	scaling	relation	could	be	influenced	by	
the	statistical	effect	mentioned	above,	we	think	that	the	
primary	cause	of	the	super	CC	scaling	is	to	be	found	in	
the	physics	of	the	convective	events.	One	reason	is	that	
an	almost	identical	scaling	for	higher	temperatures	is	
obtained	when	considering	the	summer	season	only,	
and	rainfall	in	the	summer	season	is	dominated	by	small	
scale	convective	events.	Also	when	taking	only	data	that	
has	been	classified	to	be	convective,	a	super	CC	scaling	is	
obtained	for	this	sub-selection	of	events.	(This	classifi-
cation	is	based	on	the	WW	code	in	the	SYNOP	message,	
that	contains	a	subjective	description	of	the	past	hour	
weather	as	reported	by	the	meteorological	observer.)	
Another	reason	is	that	the	regional	model	simulation	
indeed	shows	a	response	larger	than	predicted	by	the	CC	
relation.

Conclusion
We	obtained	a	temperature	dependency	of	hourly	
precipitation	extremes	of	approximately	14%	per	degree	
in	observations	at	De	Bilt.	This	relation	exceeds	the	well	
known	Clausius-Clapeyron	relation,	which	is	commonly	
used	as	a	predictor	of	the	increases	in	precipitation	extre-

mes,	by	a	factor	of	two.	Similar	relations	are	obtained	
from	time	series	from	Belgium	and	Switzerland,	and	the	
results	therefore	appear	to	be	a	robust	feature	of	hourly	
precipitation	extremes	in	this	part	of	Europe.

Our	hypothesis	is	that	the	relation	found	in	the	present-
day	climate	can	be	used	as	a	predictor	for	the	climate	
change	signal.	This	hypothesis	is	confirmed	by	simu-
lations	with	the	KNMI	regional	climate	model	RACMO.	
However,	we	also	note	that	a	recent	ensemble	of	model	
simulations,	which	is	performed	in	the	ENSEMBLES	
project6),	shows	a	very	large	range	of	predicted	changes	
in	hourly	precipitation	extremes.	New	research	will	focus	
on	understanding	the	range	of	model	outcomes	in	order	
to	reduce	the	uncertainty	in	predictions	of	future	
changes	in	precipitation	extremes.
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Extreme rainfall climatology 
from weather radar

Aart Overeem, Iwan Holleman and Adri Buishand

Introduction
Extreme	rainfall	events	have	a	large	impact	on	society	
and	can	lead	to	loss	of	life	and	property.	Weather	radars	
give	quantitative	precipitation	estimates	over	large	areas	
with	a	high	spatial	and	temporal	resolution	unmatched	
by	conventional	rain	gauge	networks.	The	current	quality	
of	quantitative	precipitation	estimation	with	radar	and	
the	length	of	the	available	time	series	make	it	feasible	to	
derive	a	radar-based	extreme	rainfall	climatology.	KNMI	
has	an	archive	of	11	years	of	radar	rainfall	depths	for	the	
entire	land	surface	of	the	Netherlands.	After	adjustment	
using	rain	gauge	data	a	high-quality	rainfall	climato-
logy	is	obtained.	Subsequently,	a	generalized	extreme	
value	(GEV)	distribution	is	fitted	to	annual	radar	rainfall	
maxima	and	rainfall	depth-duration-frequency	(DDF)	
curves	are	derived,	which	describe	the	extreme	rainfall	
depth	as	a	function	of	duration	for	given	return	periods.	
It	is	shown	that	weather	radar	is	suitable	to	derive	the	
statistics	of	extreme	rainfall,	which	can,	for	example,	be	
used	for	design	purposes	in	water	management	or	the	
evaluation	of	the	rarity	of	severe	weather.

Radar and rain gauge data
KNMI	operates	two	C-band	Doppler	weather	radars,	from	
which	rainfall	intensities	were	obtained	with	a	2.4	km	
spatial	resolution	and	a	5-min	temporal	resolution	
for	the	period	1998-2008	with	a	data	availability	of	

approximately	82%.	The	radars	are	located	in	the	Nether-
lands	in	De	Bilt	and	Den	Helder,	see	Figure	1.	From	the	
rainfall	intensities,	accumulations	were	derived	for	dura-
tions	of	15	min	to	24	h.	Accumulation	images	from	both	
radars	were	combined	into	one	composite	covering	the	
land	surface	of	the	Netherlands	(35	500	km2).	Quantita-
tive	precipitation	estimation	with	radar	can	become	less	
accurate	due	to,	for	example,	overshooting	of	precipi-
tation	by	the	radar	beam,	variability	of	the	drop-size	
distribution	and	attenuation	in	the	case	of	strong	preci-
pitation	or	a	wet	radome.	Rain	gauges	are	considered	to	
produce	accurate	point	measurements.	Because	of	this,	
rain	gauge	networks	(Figure	1)	were	utilized	to	adjust	the	
radar-based	accumulations:	an	automatic	network	with	
1-h	rainfall	depths	for	each	clock-hour	(≈	1	station	per	
1000	km2)	and	a	manual	network	with	24-h	08-08	UTC	
rainfall	depths	(≈	1	station	per	100	km2).	A	daily	spatial	
adjustment	is	applied	to	the	24-h	08	UTC	rainfall	depths	
using	the	manual	gauge	network.	A	mean-field	bias	
(MFB)	adjustment	is	applied	to	the	1-h	unadjusted	radar	
rainfall	depths	using	the	automatic	gauge	network.	Both	
adjustment	procedures	were	combined	and	are	denoted	
by	mean-field	bias	and	spatial	(MFBS)	adjustment.

Verification
The	radar	data	set	of	rainfall	depths	was	verified	using	
rain	gauges	for	the	period	1998-2007.	The	bias	in	unad-
justed	daily	radar	rainfall	depths	with	respect	to	manual	
rain	gauge	depths	is	-0.88	mm,	which	is	a	considerable	
underestimation	since	the	average	daily	manual	rain	
gauge	depth	is	2.55	mm.	The	MFB	and	MFBS	adjustment	
methods	reduce	the	bias	to	respectively	-0.15	and	-0.03	
mm.	The	residual	standard	deviation	is	reduced	from	
2.71	(unadjusted)	to	2.14	mm	(MFB)	and	1.03	mm	(MFBS).	
Rain	gauges	produce	point	measurements,	whereas	radar	

KNMI has an archive of 11 years of radar rainfall depths 
for the entire land surface of the Netherlands
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Figure 1. Maps of the Netherlands with left the locations of the weather radars in De Bilt and Den Helder, their 200-km range (circles), and the 33 

automatic rain gauges (squares) and right the locations of the 326 manual rain gauges.

samples	a	volume	with	a	horizontal	surface	of	5.7	km2.	
The	standard	deviation	of	the	differences	in	daily	rainfall	
depths	between	manual	and	automatic	rain	gauges	
within	a	2.4-km	radius	is	1.06	mm.	This	indicates	that	an	
important	part	in	the	differences	between	radar	and	rain	
gauge	accumulations	is	caused	by	sub-pixel	variation.

To	investigate	the	spatial	quality	of	rainfall	depths,	biases	
in	the	mean	daily	rainfall	and	the	residual	standard	
deviation	are	calculated	for	each	radar-gauge	pair	for	
the	MFB	and	MFBS	adjustments.	In	the	MFB	adjustment	
method	a	constant	factor	is	applied	to	the	entire	radar	
image,	so	that	regional	differences	in	the	biases	are	not	
taken	into	account.	Figure	2	shows	that	such	an	
adjustment	results	in	quite	negative	biases	near	the	
borders	of	the	Netherlands	and	quite	positive	ones	in	the	
middle	of	the	country.	A	constant	adjustment	factor	only	
partly	corrects	the	large	negative	biases	in	winter	due	to	
partial	overshooting	of	precipitation	from	shallow	
stratiform	clouds,	and	turns	the	smaller	negative	
biases	at	short	ranges	into	an	overestimation.	The	MFBS	
adjustment	clearly	removes	range	dependencies	in	radar	
rainfall	depths.	
The	1-h	radar	rainfall	depths	are	also	verified	against	the	
depths	obtained	from	the	automatic	rain	gauges.	Both	
adjustment	methods	are	successful	in	removing	the	bias	
in	the	mean	hourly	rainfall	depth	and	in	reducing	the	
residual	standard	deviation.	If	only	radar	and/or	rain	
gauge	depths	larger	than	5	mm	in	1	h	are	considered,	the	
bias	in	the	unadjusted	radar	rainfall	depths	is	-3.81	mm.	
This	is	reduced	to	-0.82	mm	for	the	MFB-adjusted	data	
and	-0.51	mm	for	the	MFBS-adjusted	data.	For	these	
extreme	events,	the	residual	standard	deviation	

decreases	from	4.60	mm	(unadjusted)	to	3.96	mm	(MFB)	
and	3.80	mm	(MFBS).	This	implies	that	a	daily	adjustment	
using	a	dense	gauge	network,	which	improves	the	spatial	
quality	of	the	rainfall	depths,	has	added	value	if	applied	
to	already	MFB-adjusted	1-h	rainfall	depths.

Fitting a GEV distribution
Data	sets	are	usually	too	short	to	accurately	estimate	
extreme	rainfall	depths	for	design	purposes	in	water	
management.	Often	extrapolation	is	needed.	A	well-
established	method	is	to	abstract	annual	rainfall	maxima	
from	a	rain	gauge	record	for	a	given	duration	and	model	
these	extremes	with	a	GEV	distribution.	The	quantile	
function	of	this	distribution	can	be	used	to	estimate	
rainfall	depths	for	given	average	return	periods	T,	and	is	
given	by:

	 	 	 	 	 	 	 	 	 	 	 	 	 (1)

with	μ	the	location	and	κ	the	shape	parameter	of	the	
distribution;	γ is	the	dispersion	coefficient.	The	value	
of	κ	determines	the	type	of	distribution,	if																the	
Gumbel	distribution	is	obtained.

Rainfall depth-duration-frequency curves
A	novel	approach	is	to	estimate	extreme	rainfall	depths	
based	on	weather	radar	data,	which	is	particularly	
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Figure 2. Spatial verification of 24-hour 0800 UTC rainfall depths of radar composites against manual gauges for MFB- and MFBS-adjusted radar data: 

bias in the mean (upper panel) and residual standard deviation (lower panel).

interesting	for	short	durations	for	which	few	rain	gauge	
data	are	available.	For	the	11-year	period,	each	pixel	
contains	11	annual	maxima,	which	are	abstracted	for	
durations	D	of	15	min	to	24	h.	For	each	individual	
duration,	GEV	distributions	are	fitted	to	the	6190	(pixels)	
×	11	(years)	annual	maxima	assuming	that	the	dispersion	
coefficient	and	shape	parameter	are	constant	over	the	
Netherlands.	

For	longer	durations	the	validity	of	this	assumption	is	
demonstrated	by	Buishand	et	al.	in	this	Triennial	Report.	
The	location	parameter	is	estimated	for	each	radar	pixel	
separately.	In	this	paragraph,	the	estimated	location	
parameters	for	the	individual	pixels	are	averaged	to	
obtain	one	value	of	this	parameter	for	each	D.	Relati-
onships	are	found,	which	model	the	GEV	parameters	as	
function	of	(in	h):
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In	μ	=	2.559	+	0.318D	 	 	 	 	 	 	 (2)	
γ =	 0.312	-	0.025D	 	 	 	 	 	 	 	 (3)
κ	=	 -0.163	 	 	 	 	 	 	 	 	 	 (4)

These	relationships	are	similar	to	those	found	using	rain	
gauge	data1).	Substituting	them	in	Eq.	(1)	gives	a	general	
expression	for	the	rainfall	depth	quantile	x(T),	which	
can	be	used	to	obtain	rainfall	DDFs.	An	example	of	such	
a	rainfall	DDF	curve	is	given	in	Figure	3	for	T	=	50	years	
based	on	radar	data	from	this	study	(solid	line)	and	based	
on	514	annual	maxima	from	12	rain	gauges1)	(dashed	
line).	Most	rain	gauge	data	refer	to	the	period	1977-2005.	
For	instance,	for	a	return	period	of	50	years	the	60-min	
radar	extreme	rainfall	is	35	mm.	The	underestimation	
of	rainfall	depths	with	respect	to	rain	gauges	for	short	
durations	may	be	related	to	remaining	errors	in	the	radar	
data.

It	is	important	to	estimate	the	uncertainty	in	DDF	curves	
and	to	take	this	uncertainty	into	account	in	the	design	of	
hydraulic	structures.	The	bootstrap	method	is	employed	
to	assess	the	uncertainty	in	the	estimation	of	the	GEV	
parameters,	i.e.	sampling	errors.	In	the	bootstrap	
method	new	samples	(bootstrap	samples)	are	generated	
by	sampling	with	replacement	from	the	original	sample.	
The	95%-confidence	intervals	for	the	rainfall	depth	
quantiles	are	shown	as	a	light	gray-shaded	area	(radar)	or	
a	dark	gray-shaded	area	(rain	gauge).	The	overlap	region	
of	the	rain	gauge	and	radar-based	confidence	intervals	is	
shown	in	gray.	For	the	radar	data	uncertainties	become	
rather	large	for	the	longest	durations.	For	example,	the	
95%-confidence	interval	ranges	from	72	to	92	mm	for	
D	=	24	h	and	T	=	50	years,	which	is	due	to	the	relatively	
small	size	of	the	radar	data	set	for	calculating	the	statis-
tics	of	extreme	rainfall.	Nevertheless,	the	uncertainties	
for	the	radar	data	are	small	for	short	durations.	This	is	
because	of	the	low	spatial	correlation	of	short-duration	
rainfall.	The	large	number	of	observations	in	space	then	
compensates	for	the	small	number	of	observations	in	
time.	The	effective	length	of	the	11-year	radar	data	set	
ranges	from	approximately	80	years	for	D	=	24	h	to	a	few	
hundred	years	for	D	=	15	min.

Local rainfall depth-duration-frequency 
curves
Due	to	spatial	variation	of	the	value	of	the	location	
parameter,	the	average	DDF	curve	in	Figure	3	cannot	be	
used	everywhere	in	the	Netherlands.	Figure	4	shows	the	
location	parameters	for	D	=	60	min	and	24	h	and	gives	
the	rainfall	depths	for	D	=	24	h	and	T	=	20	years.	Most	
noticeable	are	the	high	values	of	the	location	parameter	
in	the	western	part	of	the	country,	near	the	coast,	for	
D	=	24	h,	which	are	considerably	larger	than	those	in	the	

rest	of	the	country.	This	is	in	correspondence	with	results	
presented	by	Buishand	et	al.	in	this	Triennial	Report,	
where	annual	daily	rainfall	maxima	were	obtained	from	
55-year	records	of	141	manual	rain	gauges.	However,	in	
radar-based	data	larger	spatial	differences	in	the	location	
parameter	are	found,	resulting	in	rainfall	depths	ranging	
from	48	to	94	mm	for		T	=	20	years	and	D	=	24	h.	
For	D	=	60	min,	several	isolated	areas	with	high	values	
of	the	location	parameter	can	be	distinguished,	but	no	
clear	spatial	pattern	is	revealed.	Although	regional	
variability	in	the	GEV	location	parameter	in	the	
Netherlands	is	statistically	significant	for	most	durations,	
an	important	part	of	the	differences	can	be	attributed	to	
randomness,	which	will	be	relatively	large	for	an	11-year	
data	set.

If	DDF	curves	are	derived	for	each	radar	pixel,	the	
uncertainties	in	the	estimated	quantiles	of	rainfall	
depths	become	rather	large.	As	a	compromise,	local	
DDF	curves	are	derived	for	the	areas	indicated	by	the	
white	boxes	in	Figure	4b.	For		24	h,	area	A	is	one	of	the	
‘driest’	areas	and	area	B	one	of	the	‘wettest’	areas	in	the	
Netherlands.	Local	DDF	curves	for		50	years	are	shown	
in	Figure	5,	together	with	their	95%-confidence	bands.	
For	durations	longer	than	approximately	4	hours,	the	
95%-confidence	bands	for	the	DDF	curves	of	areas	A	and	B	
do	not	overlap	implying	these	DDF	curves	differ	signifi-
cantly.	In	general,	the	95%-confidence	bands	are	wider	
than	those	for	the	average	DDF	curve	for	the	Netherlands,	
shown	in	Figure	3,	due	to	the	larger	uncertainty	of	the	
location	parameter.
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Figure 3. Rainfall depth-duration-frequency curves for a return period 

of 50 years based on rain gauge data1) (dashed line) and based on radar 

data (solid line). Also shown are pointwise 95%-confidence intervals: dark 

gray for the rain gauge data, light gray for the radar data. The overlap 

region of these confidence intervals is shown as gray.
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Figure 4. The location parameter for  60 min (left) and 24 h (middle) and the 24-h rainfall depth for a return period of 20 years (right) for each pixel in 

the Netherlands.

Conclusion
Using	weather	radar	an	11-year	rainfall	climatology	
was	constructed	for	the	Netherlands	for	durations	of	
15	min	to	24	h.	The	adjustment	of	radar	rainfall	depths	
employing	rain	gauges	results	in	high-quality	radar	rain-
fall	composites	with	a	spatially	homogeneous	quality,	
which	covers	the	land	surface	of	the	Netherlands.	For	an	
extensive	description	of	the	adjustment	and	verification,	
see	2,3).	It	has	been	shown	that	weather	radar	is	suitable	
to	estimate	extreme	rainfall	depths	for	chosen	return	
periods3).	The	radar	data	set	is	potentially	useful	for	
rainfall	parameterization	in	weather	and	climate	models	
and	for	use	in	hydrological	models.	The	climatological	
radar	data	set	of	1-h	rainfall	depths	for	every	clock-hour	is	
available	at	the	Climate	Services	division.
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Figure 5. Local rainfall depth-duration-frequency curves for the two areas 

indicated in Fig. 4b for a return period of 50 years based on radar data 

and their pointwise 95%-confidence bands.

Weather radar is suitable to estimate extreme rainfall 
depths for chosen return periods
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Monitoring bird migration by 
weather radar 

Adriaan Dokter and Iwan Holleman

Introduction
Weather	and	bird	migration	are	intimately	related.	
Evolution	has	shaped	the	migration	strategies	of	birds	
such	that	they	optimally	respond	to	and	make	use	of	
weather	conditions	during	their	long	distance	travels	
between	breeding	and	wintering	grounds.	Both	wind	and	
precipitation	strongly	determine	the	day-to-day	timing	
of	migration	and	altitude	use	by	birds.

Spatiotemporal	information	on	bird	migration	is	of	
invaluable	use	to	scientists	and	society	alike,	but	so	
far	no	sensor	networks	have	been	established	that	can	
monitor	bird	movement	continuously	over	large	areas.	
In	aviation	bird	migration	information	is	important	
for	improving	flight	safety.	Especially	military	low	level	
flying	has	a	high	risk	of	en-route	bird	strikes	and	spatial	
bird	migration	information	is	essential	for	generating	
reliable	flight	warnings	to	pilots.	Comprehensive	
monitoring	of	bird	migration	at	continental	scales	can	
also	provide	insight	into	migration	patterns	and	the	
impact	on	migratory	flight	of	synoptic	scale	factors	like	
weather	and	orography.

As	part	of	an	international	project	by	the	European	
Space	Agency	(ESA)	aimed	at	reducing	collisions	between	
aircrafts	and	birds,	we	have	explored	the	potential	of	
operational	Doppler	weather	radar	as	a	bird	migration	
sensor.

Observing bird migration by Doppler weather 
radar
Operational	weather	radar	networks	exist	in	e.g.	Europe	
and	the	United	States	for	meteorological	applications.	
These	networks	have	a	large	spatial	coverage	as	
illustrated	in	Figure	1,	showing	part	of	the	European	

network	OPERA	(Operational	Programme	for	the	
Exchange	of	weather	Radar	information)1).	Although	
weather	radars	are	used	primarily	for	precipitation	
monitoring,	also	biological	scatterers	can	be	observed	
by	these	systems.	Boundary	layer	clear-air	weather	radar	
echoes	are	caused	nearly	exclusively	by	arthropods	(most-
ly	insects)	and	flying	birds.	Weather	radars	are	therefore	a	
promising	sensor	for	providing	bird	migration	
information.

A	bird	migration	quantification	algorithm	needs	to	auto-
matically	distinguish	bird-scattered	signals	from	all	other	
echoes	detected	by	weather	radar.		Bird	echoes	and	other	
clear-air	signals	tend	to	be	considerably	weaker	than	
meteorologically	relevant	signals	from	hydrometeors.	
Birds,	insects	and	hydrometeors	give	rise	to	signals	in	an	
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Figure 1. Map of operational weather radars for part of Western Europe. 

Radar sites are indicated by bullets, the weather radars used in this study 

are labelled and coloured red. The OPERA reflectivit y composite is overlaid 

for 19 April 2008 19.30 UTC.
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overlapping	reflectivity	regime,	which	makes	it	
challenging	to	distinguish	them.

Doppler	weather	radars	provide	information	on	the	
radial	velocity	of	scatterers,	which	we	use	to	select	out	
echoes	related	to	bird	migration.	Figure	2	shows	weather	
radar	images	during	intense	bird	migration	(top	row)	

and	during	a	case	with	convective	showers	(bottom	row).	
Bird	migration	gives	rise	to	a	characteristically	high	
spatial	variability	of	the	radial	velocity	scan	data,	which	
is	not	observed	for	echoes	from	precipitation	or	insects.	
Unlike	precipitation	and	insects,	birds	perform	active	
flight	which	varies	in	speed	and	direction	per	individual,	
causing	a	higher	variability	in	the	Doppler	velocity.
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Figure 2. Radar displays for reflectivity factor (left) and radial velocity (right) during a bird migration event (top rectangular box in green) and an event 

with weak convective showers (bottom rectangular box in blue). The displays show the 1.2 degree elevation scan for a circular area of 25 km radius 

around the weather radar in De Bilt. Contiguous areas of echoes identified by the algorithm are indicated within the reflectivity displays by red borders. 

For the precipitation case (bottom) these areas removed from the data based on a low spatial variance of the radial velocities, while for the bird migration 

case (top) these areas are retained based on a high spatial variance of radial velocities. After removing precipitation echoes average bird densities are 

calculated from the remaining reflectivity data.
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We	developed	a	bird	detection	algorithm3,4)	based	on	
existing	wind-profiling	algorithms	for	Doppler	weather	
radars,	using	the	Volume	Velocity	Profiling	(VVP)	tech-
nique5).	A	target	identification	scheme	was	developed	to	
filter	out	non-bird	echoes	from	the	radar	volume	data,	
based	on	an	analysis	of	the	local	variance	in	radial	
velocity.	The	filtered	reflectivity	data	is	used	to	construct	
a	bird	density	altitude	profile,	and	an	analysis	of	the	
radial	velocity	data	yields	the	average	bird	speed	and	
direction.	Reflectivity	was	converted	to	bird	density	by	
assuming	a	constant	bird	radar	cross	section	of	11	cm2,	
which	we	found	to	be	an	adequate	approximation	
during	nocturnal	migration	over	Western	Europe,
	which	is	strongly	dominated	by	passerines	(small	
song-birds).

Bird radar field campaigns for validation
In	corporation	with	the	Swiss	Ornithological	Institute	
we	used	a	dedicated	bird	radar	of	the	type	“Superfle-
dermaus”	(see	Figure	3)	to	validate	the	weather	radar	
observations	of	bird	migration.	The	dedicated	radar	is	
capable	of	detecting	the	wingbeat	pattern	for	individual	
radar	targets6)	(see	Figure	4).	Based	on	these	echo	signa-
tures,	insects,	birds	and	hydrometeors	can	be	distinguis-
hed	with	a	high	selectivity.	The	mobile	tracking	radar	is	
therefore	a	state-of-the-art	reference	for	validating	the	
weather	radar	bird	observations7).

Three	field	campaigns	were	organized	to	validate	the	
weather	radar	bird	observations.	The	bird	radar	has	

been	stationed	within	the	measurement	volume	of	the	
weather	radar	in	De	Bilt,	the	Netherlands	from	
19	Aug	-	16	Sep	2007,	in	Wideumont,	Belgium	from	
18	Sep	-	22	Oct	2007	and	in	Trappes,	France	from	10	Mar	
-	9	May	2008,	thus	covering	a	full	autumn	and	spring	
migration	season.
In	Figure	5	the	bird	densities	altitude	profiles	detected	by	
bird	radar	(top	panel)	and	weather	radar	(middle	panel)	
are	displayed	for	the	period	of	11-16	October	2007,	when	
the	bird	radar	was	stationed	in	Trappes.	We	find	a	
remarkable	correspondence	in	the	detected	bird	
densities	by	the	two	sensors	during	all	field	campaigns.	
The	altitude	distributions	and	absolute	number	of	
detected	birds	match	quantitatively.	Weather	radar	can	
thus	be	used	as	a	reliable	sensor	for	bird	migration	
quantification.

The effect of wind on bird migration
The	effect	of	the	environmental	wind	on	flight	altitudes	
becomes	evident	by	comparing	the	weather	radar	bird	
density	profile	(Figure	5	middle	panel)	with	the	wind	
profiles	calculated	by	the	HIRLAM	numerical	weather	pre-
diction	model	(Figure	5	bottom	panel).	We	find	that	birds	
adjust	their	flight	altitude	to	make	optimal	use	of	tail	
winds	along	the	predominant	(south-westerly)	migratory	
direction.	For	example,	the	HIRLAM	wind	profile	(bottom	
panel	Figure	5)	shows	that	on	October	4	wind	conditi-
ons	at	high	altitude	were	unfavourable,	where	strong	
westerly	winds	cause	negative	wind	effects.	Migration	
therefore	does	not	extend	above	1	km	(see	middle	panel	
Figure	5).	On	the	other	hand,	on	October	6	tail	winds	
are	most	favourable	above	1	km	and	as	a	result	a	large	
fraction	of	migration	takes	place	at	high	altitude.

Bird	migration	patterns	observed	at	single	sites	can	
strongly	depend	on	weather	conditions	elsewhere.	This	
applies	particularly	to	northern	temperate	climate,	
where	frequent	passages	of	high	and	low	pressure	s
ystems	cause	a	large	spatial	variability	in	weather.	
Using	four	weather	radars	(see	Figure	1)	we	

Figure 3. The bird radar Superfledermaus equipped with a camera moun-

ted parallel to the radar antenna.

Figure 4. Wingbeat pattern of a small songbird with regular phases 

of wingbeats (frequency around 15 Hz) and pauses as recorded by the 

Superfledermaus bird radar. The single wingbeats are clearly visible. The 

envelope of increasing and decreasing amplitude (vertical axis) of the 

signal along the time axis (horizontal axis) reflects the bird’s flight entering 

the radar beam at one edge, flying through the centre and leaving at the 

other edge.

Weather radar can be used as a reliable sensor for bird 
migration quantification
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Figure 5. Comparison of the bird densities altitude profiles determined by bird radar (top panel) and weather radar (middle panel). Integrated bird densi-

ties over all height layers are displayed in the lower panel for both weather radar (red) and bird radar (blue) (left vertical axis). The period between sunset 

and sunrise is shaded in grey. Wind barbs in the lower panel show the wind profile from the HIRLAM numerical weather prediction model (right vertical 

axis). Wind barbs in the middle panel indicate the bird speed and direction as retrieved by the weather radar algorithm. Each half flag represents 10 km/h 

and each full flag 20 km/h.

monitored	the	bird	migration	flyway	at	several	sites	
simultaneously.	
Weather	radar	bird	observations	for	the	night	of	19-20	
April	2008	are	depicted	in	Figure	6.	For	this	night	the	
OPERA	reflectivity	composite	is	overlaid	on	Figure	1	to	
give	an	impression	of	the	large	scale	weather	conditions.

At	each	site,	the	timing	and	altitude	profile	of	bird	migra-
tion	is	observed	to	be	influenced	by	weather	conditions	
at	locations	passed	earlier	during	a	migratory	flight.	As	
an	example,	migration	at	the	most	southern	site	(Trap-

pes)	is	characterized	by	strong	departure	and	ascent	to	
high	altitudes	around	2.5	km,	where	birds	experience	
favourable	tail	winds	along	the	preferred	migratory	
direction	(NE	in	spring).	Low	altitude	migration	is	
avoided	because	of	unfavourable	easterly	low	level	
winds.	At	one	radar	site	north-east	of	Wideumont,	we	
observe	the	appearance	of	a	migration	layer	centred	
around	2	km	height	after	22	UTC.	This	migration	layer	
appears	after	4	hours	of	flight	time,	which	corresponds	
with	a	measured	bird	ground	speed	of	70	km/h	to	birds	
having	travelled	over	a	distance	of	about	280	km	towards	
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north-east.	These	birds	must	therefore	have	departed	in	
the	vicinity	of	Trappes	in	northern	France,	where	birds	
chose	a	flight	altitude	of	2.5	km.	Since	Wideumont	is	
located	500	m	above	mean	sea	level,	the	2	km	altitude	

band	closely	matches	the	cruising	altitude	after	depar-
ture	near	Trappes.	Birds	have	thus	maintained	a	constant	
flight	altitude	during	their	migratory	flight	with	respect	
to	sea	level.	The	altitude	profile	observed	in	Wideumont	
is	clearly	affected	by	the	particular	wind	conditions	at	the	
more	southern	site	of	Trappes.
In	De	Bilt,	north	of	Wideumont,	no	birds	depart	in	the	
early	night.	This	is	explained	by	the	weak	occlusion	front	
slightly	south	of	De	Bilt,	which	blocks	most	migration.	
With	this	front	weakening	in	activity,	migration	condi-
tions	became	more	favourable	over	the	course	of	the	
night,	and	after	00	UTC	we	do	observe	the	passage	and	
arrival	of	migrating	birds.	No	migration	is	observed	on	
the	most	northerly	located	weather	radar	in	Den	Helder.	
The	extent	to	which	birds	are	able	to	adapt	their	flight	
altitudes	in	response	to	changing	meteorological	condi-
tions	will	be	topic	of	future	research.

Conclusion
We	find	that	Doppler	weather	radar	is	highly	successful	
in	determining	quantitative	bird	densities	and	average	
flight	speeds	and	directions	as	a	function	of	altitude.	
We	find	that	weather	radar	reflectivity	can	be	
quantitatively	correlated	to	the	bird-densities	
determined	independently	by	bird	radar.	The	
developed	methods	for	bird	detection	and	quantification	
can	be	easily	extended	to	full	operational	weather	radar	
networks.	With	the	establishment	of	the	OPERA	data	
centre	for	radar	data	within	the	coming	two	years1)	the	
establishment	of	a	continent-wide	bird	migration	sensor	
network	in	Europe	is	within	reach.	Such	a	network	can	
enable	important	applications	both	in	flight	safety,	
health	(avian	disease	spread)	and	environmental	impact	
assessments.

Figure 6. Bird densities as a function of time and altitude at different 

weather radar sites (see Figure 1) for the night of 19 April 2008. The wind 

barbs represent the measured bird ground speed and direction. The lower 

panel shows the height integrated bird densities over 0.2-4 km altitude. 

The period between sunset and sunrise is shaded in grey and civil twilight 

is shaded in light grey. The pink boxed inset on the right hand side of each 

panel shows the HIRLAM wind profile at 00 UTC. Around 00 UTC a double 

layered bird density profile is observed in Wideumont. We attribute the top 

band to birds that departed in the vicinity of Trappes, while the lower band 

results from birds departed at closer distance.

The establishment of a continent-wide bird migration 
sensor network in Europe is within reach
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Infrasound and seismology 
in the Low Frequency Array 
LOFAR
Läslo G. Evers and Bernard Dost

Introduction
Infrasound	was	first	discovered	after	the	destructive	
eruption	of	the	Krakatoa	in	Indonesia	(1883).	Low	
frequency	acoustic	waves,	caused	by	this	eruption,	
appeared	to	have	travelled	around	the	globe	up	to	four	
times1).	These	infrasonic	waves	were	detected	world-
wide	on	traditional	barographs	as	small	air	pressure	
fluctuations.	Due	to	its	low-frequency	content,	infra-
sound	hardly	experiences	attenuation	in	the	atmosphere	
and	travels	to	thermospheric	altitudes	of	over	100	km.	In	
addition	to	seismology,	infrasound	was	used	to	mea-
sure	the	occurrence	of	atmospheric	nuclear	tests	and	
to	estimate	their	yield2).	It	was	also	in	this	period	that	
the	possibility	to	use	infrasound	as	passive	atmospheric	
probe	started	to	be	recognized3).	This	interest	diminished	
after	nuclear	tests	were	confined	to	the	subsurface	under	
the	Limited	Test	Ban	Treaty	(1963).	Recently,	the	study	of	
infrasound	is	experiencing	a	renaissance	as	it	was	chosen	
as	a	verification	technique	for	the	Comprehensive	
Nuclear-Test-Ban	Treaty	(CTBT),	that	opened	for	signing	
in	19964).	Infrasound	science	currently	concentrates	on	
source	identification	and	passive	remote	sensing	of	the	
upper	atmosphere.
The	construction	of	the	largest	radio-telescope	in	the	
world	in	the	northern	part	of	the	Netherlands	and	
neighbouring	countries,	the	Low	Frequency	Array	

(LOFAR),	opened	the	possibility	to	co-locate	geophysical	
sensors	and	realize	an	efficient	multi-sensor	network.	
The	KNMI,	Delft	University	of	Technology	and	TNO,	all	
partners	in	LOFAR,	make	use	of	the	advanced	LOFAR	infra-
structure	to	build-up	an	infrasound	and	seismological	
research	network.	This	network	consists	of	a	temporary	
80	element	high	density	array,	a	permanent	30	element	
microbarometer	array	with	an	aperture	of	100	km	and,	
at	the	same	locations,	a	20	to	30	element	seismological	
component.	Here,	we	present	the	scientific	background,	
goals	and	first	results.

The physical characteristics of infrasound
Sound	waves	below	20	Hz	are	inaudible	for	the	human	
ear.	These	sound	waves	are	called	infrasound.	The	lower	
limit	of	infrasound	is	controlled	by	the	thickness	of	the	
atmosphere	or	of	an	atmospheric	layer.	For	the	troposp-
here,	the	acoustic	cut-off	period	is	roughly	5	minutes.	
For	longer	period	waves	gravity	acts	as	restoring	force,	
instead	of	the	molecular	relaxation	for	sound	waves,	and	
hence	these	are	called	gravity	waves.	These	gravity	waves	
propagate	with	typical	wind	speed	velocities	of	5	to	10	m/s.	
Infrasonic	waves	travel	with	the	sound	speed	which	is	
340	m/s	for	air	of	20	°C.	The	amplitudes	of	infrasonic	
waves	are	small	with	respect	to	the	ambient	pressure	and	
vary	between	milli-pascals	(Pa)	to	tens	of	Pa.

The	propagation	of	infrasound	is	controlled	by	the	
effective	sound	speed,	which	is	a	function	of	the	
temperature	and	wind	along	the	source-receiver	
trajectory5).	Infrasonic	waves	will	be	refracted	if	vertical	
gradients	in	the	effective	sound	speed	exist.	Waves	will	
be	bended	back	towards	the	earth’s	surface	in	case	these	
gradients	are	strong	enough.	There	are	three	regions	in	
the	atmosphere	where	strong	wind	and/or	temperature	

Recently, the study of infrasound is experiencing a 
renaissance as it was chosen as a verification technique for 
the Comprehensive Nuclear-Test-Ban Treaty (CTBT), that 
opened for signing in 19964) 
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gradients	(may)	exist	that	lead	to	turning	infrasonic	
waves.	(1)	In	the	troposphere,	in	case	of	a	temperature	
inversion	near	the	surface	or	a	strong	jet	stream	around	
the	tropopause	at	10	km	altitude.	(2)	In	the	stratosphere,	
due	to	the	combined	effect	of	a	temperature	increase	
with	increasing	altitude	due	to	presence	of	ozone	and	
strong	seasonal	winds	around	the	stratopause	at	50	km	
altitude.	(3)	In	the	thermosphere,	where	from	100	km	
and	upwards	the	temperature	strongly	increases	with	
increasing	altitude	due	to	direct	influence	of	solar	
radiation	on	the	molecules.	As	an	example,	the	
temperature	and	wind	for	a	winter	and	summer	
atmosphere	in	De	Bilt	(the	Netherlands)	are	shown	in	
Figure	1.

Figure	2	shows	how	infrasound	refracts	in	the	
stratosphere	and	thermosphere	in	a	raytracing	approach	
through	the	summer	profiles	of	Figure	1.	Multiple	returns	
are	predicted	from	both	the	stratopause	(labelled	as	Is)	
and	thermosphere	(It).	The	polar	vortex	in	the	
stratosphere	is	directed	westwards	during	the	northern	
Hemisphere	summer	and	eastwards	during	winter,	
making	the	refractivity	of	the	medium	seasonal	
dependent.	In	other	words,	the	atmosphere	is	an	
anisotropic	medium.	This	anisotropy	is	also	reflected	
in	Figure	3.	It	phases	are	to	be	observed	in	all	directions	
from	the	source,	while	Is	phases	only	occur	to	the	west.	
This	signature	on	the	earth	surface	changes	as	function	
of	time	of	the	day	and	geographical	location.	Therefore,	

Figure	3	is	illustrative	for	the	challenge	in	source	
identification	from	a	verification	point	of	view.	But	it	
also	shows	the	enormous	amount	of	information	on	the	
state	of	the	upper	atmosphere	concealed	in	the	surface	
based	microbarometer	recordings.

The general scientific challenges
A	large	amount	of	infrasound	is	continuously	being	
recorded	from	a	variety	of	man-made	and	natural	
sources.	Anthropogenic	sources	include:	explosions,	
nuclear	tests,	mining,	military	activities	and	supersonic	
flights.	The	latter	is	the	cause	of	frequent	reports	in	the	
Netherlands	of	tremors	felt	in	buildings,	similar	to	the	
sensation	of	an	earthquake.	Natural	sources	comprise:	
avalanches,	oceanic	waves,	severe	weather,	sprites	
(lightning	from	cloud	top	to	ionosphere),	earthquakes,	
meteors,	lightning,	volcanoes	and	aurora.	The	
measurement	of	infrasound	is	affected	by	noise	due	to	
wind	and	turbulence	in	the	boundary	layer.	Therefore,	
infrasound	is	measured	with	arrays	to	increase	the	
signal-to-noise	ratio	(SNR)	through	signal	summation.	
Arrays	are	also	used	to	estimate	the	direction	of	arrival	
of	a	wave	and	its	propagation	velocity.	Typical	sizes,	i.e.,	
apertures,	are	in	the	order	of	100	to	1000	meters.	
Additional	noise	reduction	at	each	array	element	is	
achieved	by	a	wind	barrier,	a	porous	hose	or	pipe	array	
with	discrete	inlets6).	The	recorded	signals	are	thus	a	
function	of	the	state	of	the	boundary	layer	and	the	upper	
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atmosphere,	which	changes	with	time	and	geographical	
location.	To	unravel	this	complex	picture,	is	the	major	
challenge	in	source	identification7).

High	frequency	seismological	arrays	are	similar	in	
layout	to	those	used	in	infrasound.	The	co-location	of	
infrasound	and	seismic	equipment	is	beneficial	for	both	
techniques.	The	processing	techniques	developed	in	
infrasound	and	seismology	can	be	interchanged.	Such	
techniques	are	applied	in	data	processing	and	signal	
detection.	Furthermore,	atmospheric	waves	can	interact	
with	the	solid	earth.	The	interaction	between	both	media	
is	a	field	of	recent	research	interest.

The	surface	based	microbarometers	can	also	be	used	as	
a	passive	probe	for	the	upper	atmosphere	(higher	than	
30	km)	with	the	large	amount	of	sources	continuously	
present.	Actual	recordings	of	the	basic	properties,	like	
wind	and	temperature,	of	the	upper	atmosphere	are	
sparse.	Meteorological	balloons	reach	an	altitude	of	
roughly	35	km	but	lack	spatial	and	temporal	coverage.	
Rocket	sondes	can	reach	the	upper	atmosphere	but	also	
lack	coverage.	Satellites	have	global	coverage	but	have	a	
limited	vertical	resolution	and	are	difficult	to	validate	for	
stratospheric	altitudes.	Therefore,	most	information	
currently	depends	on	numerical	weather	prediction	
model	characteristics.	Infrasound	can	validate	such	
models,	and	even	information	on	a	finer	temporal	and	
spatial	scale	is	expected	to	be	retrieved.	Such	informa-
tion	is	very	welcome	for	future	atmospheric	research.	
The	troposphere	and	stratosphere	have	long	been	
considered	two	isolated	layers,	split	by	an	impermeable	
tropopause.	The	influence	of	the	stratosphere	on	our	

Figure 2. Ray tracing through the summer profiles of Figure 1, towards the west and east. Refractions back to the earth’s surface occur from the stratosp-

here (Is) and thermosphere (It). The polar vortex is directed to the west during the northern Hemisphere summer, therefore, Is phases are only predicted to 

the west. The effective sound speeds Ceff are given in the left and right hand frames and incorporate the effect of both wind and temperature. Refractions 

occur from regions where the effective sound speed becomes larger than its surface value, denoted by the dashed line.
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daily	weather	and	climate	has	recently	been	firmly	
established,	showing	that	processes	in	the	upper	
atmosphere	do	couple	to	the	troposphere8).

The	microbarometers	not	only	sense	infrasound	but	also	
gravity	waves.	The	amplitudes	of	tens	of	pascal	associ-
ated	with	these	internal	waves	fall	within	the	dynamic	
range	of	the	sensors.	Gravity	waves	are	not	represented	
in	climate	models	while	they	play	an	important	role	in	
many	atmospheric	processes	and,	therefore,	this	leads	to	
uncertainties	in	climate	predictions.

Technical details
The	geophysical	application	within	LOFAR,	i.e.,	GEO-
LOFAR,	consists	of	seismological	and	infrasound	equip-
ment.	The	astronomical	application	will	be	realized	
on	antenna	fields	where	infrastructure,	like	power	and	
high-speed	Internet,	is	being	established.	GEO-LOFAR	
will	make	use	of	this	infrastructure.	The	acquired	data	
will	be	gathered	at	Groningen	University	from	where	
they	are	distributed	to	the	GEO-LOFAR	partners,	which	
are	TU	Delft,	TNO	and	KNMI.	The	infrasound	contribution	
consists	of	a	High	Density	Infrasound	Array	(HDIA)	and	a	
Large	Aperture	Infrasound	Array	(LAIA).

A	six	element	infrasound	array	(EXL)	was	realized	at	
LOFAR’s	Initial	Test	Station	near	Exloo.	EXL	has	an	
aperture	of	250	meter	and	contributed	to	the	discovery	
of	exceptional	fast	infrasonic	phases	observed	after	the	
explosion	of	an	oil-depot	in	the	UK10,11)	(see	Figure	4).	The	
array	also	showed	its	value	in	the	detection	of	lightning,	
by	combining	infrasound	and	electro-magnetic	measure-
ments	within	LOFAR12,13).

HDIA	has	been	a	temporary	deployment	of	80	acoustic	
pressure	and	vector	sensors	(of	type	Microflown)	in	an	
80x80	meters	array.	The	aim	was	to	characterize	the	
acoustic	and	noise	field	on	a	small	spatial	scale.	HDIA’s	
size	was	comparable	to	the	size	of	an	analog	wind	filter	
used	at	each	array	element	in	a	conventional	array	(see	
Figure	5).	Furthermore,	the	use	of	a	vector	sensor	enables	
direction	finding	with	a	small	instrument	instead	of	a	
large	array.	A	first	analysis	of	the	collected	data	looks	
promising14).

LAIA	will	consist	of	30	microbarometers,	mostly	
co-located	with	seismic	sensors,	in	an	array	with	an	
aperture	of	100	km.	Recordings	from	LAIA	will	provide	
excellent	research	opportunities	through	its	unique	
layout.	Only	one	comparable	array	has	been	operatio-
nal,	which	was	used	to	analyze	the	spatial	coherence	of	
short	period	acoustic-gravity	waves,	with	period	from	
30	to	50	seconds.	The	Large	Aperture	Microbarograph	
Array	(LAMA)	functioned	in	the	1960’s	in	the	US	to	detect	
atmospheric	waves	from	nuclear	tests15).
	
In	order	to	also	sense	gravity	waves,	the	KNMI-micro-
barometer	(KNMI-mb)	has	been	adapted	to	periods	of	
1000	seconds,	as	lower	cut-off.	The	earlier	version	of	the	
KNMI-mb	had	a	cut-off	at	500	seconds	and	was	specially	
designed	to	measure	acoustic	waves.	The	influence	of	
temperature	on	the	differential	KNMI-mb	is	of	main	con-
cern	when	lowering	the	frequency	response.	
Temperature	stability	is	ensured	by	properly	insulating	
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Figure 4. Regular (Is3) and exceptionally fast (Is3f) infrasonic phases, i.e., 

forerunners, observed over the Netherlands after the explosion of an oil-

depot in the UK. The forerunners are caused by a very strong polar vortex 

wind, at 40 km altitude, reaching up to 180 m/s. This wind is reflected in 

the strong gradient in Ceff (see red line in right hand frame); shown also is 

Ct (in blue), which only accounts for the temperature.

Figure 5. The array layout from the High Density Infrasound Array (HDIA). 

Acoustic pressure and vector sensors (Microflown) are used. The axes are 

scaled to show the inner rings of the array more clearly. The diameter of 

the outer ring is approximately 80 meters.
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the	instrument’s	fault	and	by	its	subsurface	mounting.	A	
detailed	study	of	the	amplitude	and	frequency	response	
has	been	carried	out16).
An	experimental	seismological	array	has	been	installed	
at	the	EXL	location	which	recorded	induced	earthquakes	
that	occurred	in	producing	gas	fields	in	the	region.	A	test	
of	real	time	event	detection	and	processing,	using	e.g.	
techniques	developed	for	infrasound	processing,	was	
carried	out	successfully17).	The	build-up	of	a	larger	array	
near	Annerveen	will	allow	real-time	detection	and	
possible	identification	of	induced	seismic	events.

Conclusion
The	high-quality	infrastructure	provided	by	LOFAR	
enables	the	deployment	of	large	infrasound	and	seismic	
installations,	in	terms	of	spatial	and	temporal	coverage.	
Infrasound	measurements	on	such	a	scale	are	unique	
in	the	world.	This	uniqueness	will	provide	excellent	
research	opportunities	on	subjects	like	source	identifi-
cation	and	passive	acoustic	remote	sensing	of	the	upper	
atmosphere18,19).

The	combined	measurement	of	elastic	waves	in	the	solid	
earth	and	acoustic	waves	in	the	atmosphere	enables	a	
so-called	seismo-acoustic	analysis.	Specific	sources,	like	
explosions	and	oceanic	waves,	generate	both	seismic	
and	infrasonic	waves.	The	infrasonic	signature	of	such	a	
source	highly	depends	on	the	state	of	the	atmosphere.	
On	the	other	hand,	the	seismic	waveform	is	more	or	
less	similar	throughout	the	seasons.	A	seismo-acoustic	
analysis	may	reveal	the	influence	of	the	atmosphere	on	
the	detection	and	localization	capability	of	infrasound	
as	monitoring	technique	and	will	also	allow	for	acoustic	
remote	sensing.

Furthermore,	infrasound	not	only	travels	through	the	
atmosphere	but	also	couples	to	the	solid	earth	as	air-
coupled	Rayleigh	wave	or	ground-coupled	air	wave.	In	
this	case,	the	propagation	velocity	of	Rayleigh	waves	
approaches	the	sound	speed.	As	seismic	and	infrasound	

observations	are	done	at	the	same	site,	the	atmospheric	
contribution	to	seismic	noise	can	be	quantified.

Future	studies	with	the	LOFAR	data	will	be	carried	out	
and	show	the	enormous	potential	of	large	scale	sensor	
networks.
	
	

The high-quality infrastructure provided by LOFAR 
enables the deployment of large infrasound and 
seismic installations, in terms of spatial and 
temporal coverage. Infrasound measurements on 
such a scale are unique in the world 
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TROPOMI: Sensing the 
Troposphere from Space

Pieternel Levelt and Pepijn Veefkind

Introduction
The	growth	of	human	population	and	the	industriali-
sation	in	the	19th	and	20th	century	have	led	to	dramatic	
changes	in	the	Earth	system.	The	chemical	composition	
of	the	lowest	part	of	the	atmosphere,	the	troposphere,	
is	changing	as	a	result	of	human	activities.	The	Earth	has	
entered	the	‘Anthropocene’	epoch,	where	the	activities	of	
humans	play	a	key	role	in	air	quality	and	climate	change.	
The	rapid	development	of	megacities	(see	Figure	1)	and	
the	strong	development	in	the	Asian	countries	are	clear	
examples	of	rapid	changes	that	affected	the	atmosphere	
in	the	last	decades	and	will	continue	to	do	so	in	the	
future.

Global	change	in	the	chemical	composition	of	the	
troposphere	is	one	of	the	main	drivers	for	changes	in	the	
climate	and	air	quality.	Especially	the	global	inventory	of	
emission	sources	plays	a	key	role	in	understanding	and	
modelling	the	troposphere	in	relation	to	climate	change	
and	air	pollution.	Also	regional	and	long-range	transport	
of	pollution,	as	well	as	the	rapid	development	of	pol-
lution	levels	during	the	day,	are	important	for	understan-
ding	air	quality	and	climate	change	and	their	interaction.

Global	atmospheric	composition	measurements	from	
space	started	in	the	70th’s	with	US	sensors	SBUV1)	and	
TOMS2),	focussing	on	the	ozone	layer	residing	in	the	
higher	layers	in	the	atmosphere.	Sensing	the	lower	
atmosphere	from	space	is	a	recent	development	in	satel-
lite	remote	sensing,	where	instruments	like	GOME-13)	

(launched	in	1995	on	board	ESA-ERS-2),	SCIAMACHY4)	(laun-
ched	in	2002	on	board	ESAs	ENVISAT),	OMI5)	(launched	in	
2004	on	board	NASA’s	EOS-Aura)	and	GOME-26)	(launched	
in	2006	on	board	EUMETSAT	MetOp-A)	play	a	leading	role.	
Unprecedented	measurements	from	space	from	OMI	
reveal	tropospheric	pollution	maps	on	a	daily	basis	with	
urban-scale	resolution.	Measurements	from	Thermal	
Infrared	instruments	also	provide	unique	information	
on	the	troposphere,	providing	tropospheric	profile	
information.
In	the	last	15	years	satellite	instruments	and	retrieval	
techniques	have	been	improved,	enabling	tropospheric	
measurements	from	space	with	considerably	improved	
accuracy	(see	Figure	2).	Current	satellite	measurements	
uniquely	obtain	global	coverage	of	the	troposphere	with	
consistent	quality.	The	composition	of	the	troposphere	
plays	a	major	role	in	air	quality	and	climate	change.	
Tropospheric	satellite	measurements	therefore	pr0vide	
essential	information	for	the	understanding	of	air	
quality	and	climate	change.	The	Dutch	initiative	for	the	

Figure 1. Cities with over 5 millions inhabitants as reported by the UN for 

1995, superimposed on measurements of tropospheric NO2 from OMI on 

EOS-Aura averaged over 2006. The development of these megacities will 

have a major impact on future air quality.
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Global change in the chemical composition of the 
troposphere is one of the main drivers for changes in 
the climate and air quality

satellite	instrument	TROPOMI	(Tropospheric	Monitoring	
Instrument)	is	developed	to	improve	the	detection	of	the	
tropospheric	composition	in	view	of	climate	change	and	
air	pollution	research	and	monitoring.

Tropospheric Monitoring Instrument 
TROPOMI
TROPOMI	is	a	satellite	instrument	for	remote	sensing	
of	the	Earth’s	atmosphere.	Its	primary	goal	is	to	obtain	
measurements	of	the	troposphere	down	to	the	boundary	
layer	and	the	Earth’s	surface	in	order	to	quantify	emis-
sions	and	transport	of	anthropogenic	and	natural	trace	
gases	and	aerosols,	which	impact	air	quality	and	climate.	
The	Sentinel	5	precursor	(S5p)/TROPOMI	will	allow	
continuing	the	15	year	satellite	data	sets	started	with	
GOME,	OMI	and	SCIAMACHY	and	will	form	the	bridge	
towards	the	ESA	sentinel	4	and	5	missions.	

The	S5p/TROPOMI	mission	was	advised	by	EU	and	ESA	
expert	groups6,7).	

To	address	the	key	user	requirements,	TROPOMI	will	
measure	the	main	tropospheric	pollutants	(O3,	NO2,	CO,	
formaldehyde	(HCHO)	and	SO2)	and	two	major	
greenhouse	gases	(tropospheric	O3	and	methane	(CH4)).	
In	addition,	it	will	measure	important	parameters	of	
aerosols	(aerosol	scattering,	absorption	and	type	identi-
fication),	which	play	a	key	role	in	climate	change	as	well	
as	in	tropospheric	pollution.

TROPOMI	measures	in	the	UV/VIS	wavelength	range	
(270	to	490	nm)	like	OMI,	and	in	addition	in	two	bands,	
one	in	the	near	infrared	(710-790	nm)	for	dedicated	cloud	
detection,	and	one	in	the	short	wave	infrared	(around	
2300	nm)	for	CO	and	methane.	The	instrument	targets	
7	×	7	km2	pixel	size,	with	daily	global	coverage.	TROPOMI	
will	be	launched	on	ESA’s	Sentinel	5	precursor	in	2014	in	
an	afternoon	orbit	in	loose	formation	with	the	future	
(2013)	NOAA	Polar	Orbiting	Earth	Operational	Environ-
mental	Satellites.

TROPOMI	is	a	Dutch	initiative	building	upon	the	successes	
of	SCIAMACHY	and	OMI.	This	new	instrument	combines	
all	innovative	aspects	of	the	previous	instruments	and	
improves	on	most	specifications.	Notably	improved	are	

Figure 2. Tropospheric concentrations of key species over Asia, originating from several instruments. Colour scale concentrations range from red, via 

yellow and green, to blue, which represent very high, high, medium and low values, respectively. For population (lower right) white represent small, 

and dark brown-red represent large population numbers. The NO2 map presents OMI measurements averaged over 2007. Note that major shipping 

routes are clearly visible. The AOT map shows the Aerosol optical thickness, averaged over March 2005 to May 2008, derived from PARASOL fine mode 

measurements. The CO map shows MOPITT measurements averaged over 2000 till 2007. The CH4 map is obtained from observations by SCIAMACHY, 

averaged over January 2003 till October 2007. The Formaldehyde (HCHO) map is also obtained from observations by SCIAMACHY, averaged over 2003 

till 2007. The Center for International Earth Science Information Network (CIESIN), Columbia University and Centro Internacional de Agricultura Tropical, 

are acknowledged for the population number data, available at http://sedac.ciesin.columbia.edu/gpw.
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horizontal	resolution	and	the	accuracy	of	the	
tropospheric	columns,	due	to	improved	cloud	and	
surface	albedo	characterization	capabilities.	By	flying	in	
an	afternoon	orbit	(overpass	time	is	13:30	local	time),	
the	TROPOMI	measurements	can	be	combined	with	the	
GOME-2	measurements	flying	in	the	morning	(9:30	am)	
to	obtain	information	on	the	diurnal	cycle	of	several	
of	the	trace	gases.	It	will	be	for	the	first	time	that	the	
diurnal	cycle	will	be	measured	from	space	on	a	daily	
basis.

The	instrument	is	designed	(see	Figure	3	for	an	impres-
sion)	by	TNO	and	Dutch	Space	in	the	Netherlands,	who	
were	also	involved	to	great	extent	in	TROPOMI’s	predeces-
sors	OMI,	SCIAMACHY,	GOME-1	and	-2.	KNMI	is	the	Principal	
Investigator	(PI)	Institute	of	TROPOMI,	SRON	fulfils	the	
co-PI	position.	Within	KNMI	there	are	several	Divisions	
that	will	cooperate	and	benefit	from	the	TROPOMI	mis-
sion.	The	Climate	Observations	Division	hosts	the	PI	and	
Chair	of	the	S5p/TROPOMI	Mission	Advisory	Group.	The	
Chemistry	and	Climate	Division	supported	the	formu-
lation	of	the	scientific	objectives	of	TROPOMI	and	will	
be	a	user	of	the	data.	The	Information	and	Observation	
Services	and	Technology	Department	will	help	to	design	
the	ground	segment.	Use	of	the	data	by	others	within	
KNMI	is	envisaged.

Scientific themes of TROPOMI
TROPOMI	aims	at	providing	data	for	the	scientific	and	
operational	community	dealing	with	climate,	an	quality	
and	weather.	In	order	to	fulfil	the	requirements	of	these	

groups,	the	following	four	TROPOMI	scientific	objectives	
have	been	identified:

To	better	constrain	the	strength,	evolution,	and	spatiotemporal	
variability	of	the	sources	of	trace	gases	and	aerosols	impacting	air	
quality	and	climate

For	a	proper	understanding	of	air	quality	and	emissions	
of	trace	gases	contributing	to	climate	change	it	is	needed	
to	quantify	the	strength,	distribution	and	variability	of	
emissions	of	NO2,	CO,	aerosols,	SO2,	CH4	and	volatile	
organic	compounds,	and	to	identify	the	contribution	of	
anthropogenic	emissions,	such	as	fossil	fuel	burning	and	
agriculture,	and	natural	emissions,	such	as	lightning.	
Currently	emission	inventories	are	characterized	by	
large	error	bars	and	incomplete	estimates	of	inter-
annual,	seasonal	and	diurnal	variability.	TROPOMI	will	
provide	state-of-the	art	measurements	of	the	above	
mentioned	compounds	to	improve	on	the	emission	
inventories.

To	improve	upon	the	attribution	of	climate	forcing	by	a	better	
understanding	of	the	processes	controlling	the	lifetime	and	
distribution	of	methane,	tropospheric	ozone,	and	aerosols

Unlike	CO2	and	other	major	well-mixed	greenhouse	gases	
including	CH4	and	N2O,	aerosols	and	tropospheric	ozone	
are	inhomogeneously	distributed	climate	forcing	agents.	
Together,	CH4	and	tropospheric	O3	contribute	about	30%	
to	the	present-day	total	forcing	due	to	anthropogenic	
greenhouse	gases	compared	to	the	pre-industrial	
situation,	while	CO2	accounts	for	53%.	Poorly	quantified	

Figure 3. Impression of the TROPOMI instrument, seen from different directions. The yellow beam enters the solar calibration port, while the orange beam 

represents the Earth measurements wide angle swatch providing daily global coverage. The blue/purple transparent box shows the UV-VIS-NIR module, 

which will measure O3, NO2, formaldehyde (HCHO), SO2 tropospheric O3 aerosol parameters (aerosol scattering, absorption and type identification) and 

detection of clouds. The orange box in the right hand image is the short wave infrared module (SWIR) for measuring CO and methane around 2300 nm. 

(source: Dutch Space / TNO Space).
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is	the	transformation	of	gaseous	precursors	(NOX,	SO2,	
CO	and	VOCS)	into	radiatively	active	constituents,	
including	CO2,	O3	and	secondary	aerosols.	TROPOMI	will	
contribute	to	understanding	the	attribution	of	climate	
forcing	by	detecting	aerosols	and	tropospheric	ozone	
and	methane,	which	have	a	direct	radiative	effect	on	
climate.	TROPOMI	also	measures	precursors	(especially	
NO2,	SO2,	CO	and	VOCs)	of	radiatively	active	constitu-
ents,	including	CO2,	O3	and	secondary	aerosols8),	which	
will	help	to	improve	the	understanding	of	the	lifetime	
and	distribution	of	methane,	tropospheric	ozone	and	
aerosols.

A	specific	challenging	research	topic	is	the	connection	
between	air	quality	and	climate.	In	a	warmer	climate,	air	
pollution	episodes	will	become	more	severe	as	a	result	of	
higher	temperatures,	promoting	photochemical	ozone	
formation.	At	the	same	time,	air	pollutants	are	often	
radiatively	active	(e.g.	O3),	or	a	precursor	for	a	radiatively	
active	constituent	(e.g.	NO2),	and	thus	also	have	a	direct	
impact	on	climate.

To	better	estimate	long-term	trends	in	the	troposphere	related	
to	air	quality	and	climate	from	the	regional	to	the	global	
scale

Long-term	measurements	are	showing	that	human	
activities	change	the	composition	of	the	Earth’s	
atmosphere.	These	changes	resulted	in	the	development	
of	the	ozone	hole,	the	increase	of	greenhouse	gases,	
smog	episodes,	acid	rain,	air	pollution,	brown	clouds,	
intercontinental	transport	of	pollutants,	changes	in	
atmospheric	oxidation	efficiency,	etc.	Long-term	obser-
vational	records	are	essential	to	quantify	the	impact	of	
the	atmospheric	composition	on	climate.	In	order	to	
understand	changes	in	tropospheric	composition,	local	
and	global	data	records	are	needed.	Local	air	pollution	is	
determined	not	only	by	local	sources	and	sinks,	but	also	
by	long-range	transport	of	pollutants.	Therefore,	in	order	
to	have	a	full	picture	and	an	in-depth	understanding	of	
air	pollution	and	tropospheric	composition,	both	
local	and	global	observations	are	needed.	Satellite	
measurements	can	quantify	the	(inter-)continental	
transport	and	dispersion	of	pollution	plumes,	by	which	
important	information	on	the	non-local	contribution	to	
air	pollution	is	obtained.

To	develop	and	improve	air	quality	model	processes	and	data	
assimilation	in	support	of	operational	services	including	air	quality	
forecasting	and	protocol	monitoring

Operational	applications	that	will	benefit	from	TROPOMI	
satellite	data	include	air	quality	forecasts	and	
environmental	hazard	warnings.	At	present	mainly	

space-borne	tropospheric	NO2	and	aerosol	
measurements	are	used	to	improve	air	quality	forecast	
applications.	O3	observations	are	used	for	UV	warnings	
and	the	improvement	of	the	operational	weather	fore-
cast.	CO,	aerosols	and	tropospheric	NO2	measurements	
are	being	applied	for	operational	monitoring	of	forest	
fires,	and	SO2	observations	are	used	for	aviation	control	
warnings	and	monitoring	of	volcanic	eruptions.	TROPOMI	
will	be	able	to	continue	the	near-real-time	services	
already	existing	for	OMI	and	SCIAMACHY	and	will	provide	
important	data	for	the	GMES	EU	project	Monitoring	
Atmospheric	Composition	and	Climate	(MACC),	lead	by	
ECMWF.

The main advantage of TROPOMI type 
satellite measurements for measuring the 
troposphere
There	are	basically	two	methods	used	to	measure	trace	
gases	in	the	troposphere,	both	based	on	passive	remote	
sensing	techniques:	the	solar	backscatter	technique	and	
the	thermal	infrared	technique.	In	the	solar	backscatter	
technique	the	instrument	measures	the	solar	radiation	
that	has	been	absorbed	and	scattered	by	the	atmosphere.	
This	so-called	Earth	radiance	spectrum	contains	the	
specific	absorption	features	of	the	molecules	of	interest.	
The	Solar	backscatter	instruments	usually	provide	
tropospheric	columns	of	the	trace	gases.	This	technique	
has	the	advantage	to	be	sensitive	to	the	surface,	since	
the	atmosphere	is	transparent	in	this	visible	wavelength	
range.	Therefore,	this	method	is	best	suited	to	determine	
emission	sources,	which	is	the	main	objective	of	the	
TROPOMI	instrument.	In	the	thermal	infrared	technique	
the	thermal	emission	of	the	Earth-atmosphere	system	
is	measured,	revealing	the	specific	absorption	features	
of	the	trace	gases.	With	the	thermal	infrared	technique	
some	vertical	information	can	be	obtained,	
approxi-mately	two	layers	in	the	troposphere,	but	the	
sensitivity	to	the	surface	is	less,	so	that	accurate	total	
column	amounts	are	considerable	more	difficult	to	
obtain.

Challenges in measuring the troposphere 
from space
In	order	to	address	the	scientific	themes	related	to	
the	troposphere,	new	instruments	need	to	improve	in	
horizontal	and	vertical	resolution,	diurnal	information,	
amount	of	collocated	measurements,	and	cloud	and	
surface	albedo	detection	capabilities.	TROPOMI	makes	
major	steps	forward	on	horizontal	resolution,	amount	
of	collocated	cloud-,	and	albedo	measurements	and,	
combined	with	the	morning	measurements	of	GOME-2,	
also	on	the	diurnal	cycle.
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Conclusion
Information	on	the	tropospheric	composition	is	of	
fundamental	importance	for	understanding	climate	
change	and	air	quality.	In	the	last	decade	a	rapid	
development	took	place	in	sensing	the	troposphere	from	
space,	enabling	measurements	of	tropospheric	columns	
and	providing	the	first	tropospheric	profile	retrievals.	
TROPOMI,	to	be	launched	in	2014	on	ESA’s	Sentinel	5	
precursor,	will	improve	on	current	capabilities	in	terms	
of	horizontal	pixel	size	(see	Figure	4),	cloud	and	surface	
albedo	detection	and	correction	algorithms	and	will	
enable	daily	diurnal	cycle	measurements	in	combina-
tion	with	GOME-2.	TROPOMI’s	measurements	will	lead	to	
improved	emission	estimates	which	are	of	paramount	
importance	for	climate	and	air	quality	modelling.

Figure 4. Tropospheric NO2 around Mexico City on 20 January 2005. The image on the left shows OMI measurements recorded in the so-called ‘zoom-

in mode’, resulting in ground pixels of the order 12 × 13 km2. De numbers refer to: 1 = Mexico City and suburbs; 2 = Toluca de Lerdo; 3 = industrial 

complex near Tula, Hidalgo (consisting of a large oil refinery and a power plant, amongst others); and 4 = Monterrey and suburbs. The image on the right 

shows the same measurements, but now re-gridded to the resolution of GOME-2 (72 × 39 km2). Much detail is now lost.

TROPOMI’s measurements will lead to improved 
emission estimates which are of paramount importance 
for climate and air quality modelling
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The central role of the tropics in 
the methane life cycle 
Highlights of the EU-project HYMN

Michiel van Weele, Lisa Neef and Peter van Velthoven

Introduction
Carbon	dioxide	(CO2)	concentrations	in	the	atmosphere	
are	increasing.	Anthropogenic	emissions	due	to	the	
burning	of	fossil	fuels	are	primary	held	responsible.	
However,	also	the	concentrations	of	several	other	
greenhouse	gases,	such	as	methane	(CH4)	and	nitrous	
oxide	(N2O),	are	increasing.	For	these	gases	expanding	
agricultural	activities	are	the	primary	cause.	Still	a	lot	of	
questions	remain	with	respect	to	the	life	cycles	of	these	
important	non-CO2	greenhouse	gases.

In	the	European	project	HYMN	(Hydrogen,	Methane	and	
Nitrous	oxide)	three	atmospheric	trace	gases	have	been	
studied:	CH4,	N2O	and	hydrogen	(H2).	The	atmosphere-
biosphere	interactions	of	these	three	gases	are	tightly	
coupled.	H2	is	not	a	greenhouse	gas.	The	presently	
increasing	interest	in	H2	is	related	to	the	possible	
transition	to	a	hydrogen	economy	that	may	occur	within	
the	coming	decades.	A	switch	to	H2	as	alternative	energy	
source	–	assuming	that	the	H2	is	produced	using	
renewable	energies	and	would	replace	fossil	fuels,	could	
have	benefits	for	both	air	quality	and	climate,	but	the	
possible	environmental	impacts	need	to	be	evaluated.

The	three-year	HYMN	project	started	in	2006	and	was	
executed	by	a	multi-disciplinary	consortium	of	
12	institutes	and	universities	in	Europe	led	by	KNMI.	In	
this	highlight	we	focus	on	the	life	cycle	of	CH4.

The importance of CH4 emissions for climate 
change
In	2007	the	global-mean	CH4	surface	concentration	
was	1790	ppbv	(parts	per	billion	by	volume),	in	2008	it	
reached	1797	ppbv,	and	the	preliminary	data	for	2009	
show	continued	growth	in	CH4.	This	increase	came	after	
a	period	of	near-zero	growth	from	about	1999	to	2006.	
Present-day	CH4	concentrations	are	more	than	a	factor	
2.5	larger	than	pre-industrial	concentrations	due	to	
anthropogenic	CH4	emissions.

CH4	emissions	are	contributing	importantly	to	climate	
change.	There	are	several	arguments	underlining	this	
importance:	The	increase	in	anthropogenic	CH4	
emissions	since	1750	has	resulted	in	a	climate	forcing	
of	almost	1	Wm-2,	which	can	be	compared	to	1.6	Wm-2	
for	CO2	emissions1).	CH4	has	a	100-year	global	warming	
potential	(GWP)	of	25	relative	to	CO2,	and	therefore	it	is	a	
more	powerful	greenhouse	gas	than	CO2.	An	important	
reason	for	the	higher	GWP	of	CH4	is	that	the	chemical	
breakdown	of	CH4	in	the	atmosphere	additionally	causes	
increases	of	tropospheric	ozone	and	stratospheric	water	
vapour,	which	are	taken	into	account	in	the	GWP.	In	
addition,	CH4	is	more	effective	than	CO2	in	warming	the	
surface	on	a	per	molecule	basis,	also	because,	compared	
to	the	CO2	forcing,	a	larger	part	of	the	CH4	forcing	occurs	
in	the	troposphere.	On	the	other	hand,	perturbations	of	
CH4	have	a	much	shorter	lifetime	(about	12	years)	than	
those	of	CO2	(of	the	order	of	centuries).

Improved knowledge on CH4 emissions
The	largest	contribution	to	the	CH4	emissions	of	
anthropogenic	origin	is	the	release	of	digestive	gases	
by	ruminants	(cattle)	which	constitute	about	one	third	
of	all	anthropogenic	emissions.	Other	important	

Anthropogenic CH4 emissions are an important 
contribution to climate change
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anthropogenic	sources	are	emissions	related	to	fossil	
fuel	use	(coal	mining,	gas	leakages)	which	constitute	
another	third,	and	the	treatment	of	waste	(landfills).	Rice	
cultivation	and	biomass	burning	are	also	anthropogenic	
sources	of	CH4.	Total	present-day	anthropogenic	
emissions	exceed	the	natural	total	emissions	by	more	
than	50%.	Natural	CH4	emissions	are	dominated	by	
wetlands,	i.e.	saturated	soils,	peat	lands,	bogs,	swamps,	
marshes,	etc.,	and	these	emissions	depend	on	the	actual	
local	climate	conditions.	Figure	1	shows	the	wetland	CH4	
emission	distribution	for	two	months	in	2004	calculated	
with	a	global	dynamical	vegetation	model2).	The	figure	
shows	that	tropical	regions	as	well	as	the	northern	
extra-tropics	are	important	emission	regions.	The	figure	
also	shows	that	the	exact	location	of	the	major	emission	
regions	varies	with	the	season.

Within	the	HYMN	project	the	retrieval	of	CH4	from	the	
SCIAMACHY	satellite	instrument	has	been	significantly	
improved	by	implementing	improved	spectroscopic	
information3,4).	The	satellite	data	are	used	together	with	
surface	observations	of	CH4	to	constrain	the	geographical	
distribution	and	temporal	variations	in	the	natural	and	
anthropogenic	CH4	emissions.	The	left	panel	of	Figure	2	
shows	the	improved	emission	distribution	for	the	year	
2004.	Important	anthropogenic	emission	regions	are,	for	
example,	the	densely	populated	areas	of	Asia,	North-	and	
South-America	and	Europe,	while	natural	emissions	are	
large	over	Amazonia	and	some	other	large	river	basins	
such	as	those	of	the	Orinoco,	the	Mississippi,	and	the	
Ganges.	The	right	panel	of	Figure	2	shows	the	differences	
with	the	prior	assumed	CH4	emissions,	which	are	either	
taken	from	the	vegetation	model	(Figure	1)	or,	for	the	
anthropogenic	ones,	estimated	from	socio-economic	
statistics	(e.g.	the	number	of	cows	per	country).	Some	
care	is	needed	in	the	interpretation	of	the	patterns	in	the	
right	panel	as	many	factors	contribute	to	the	final	result.	

The	picture	over	Asia	is	complex	and	mixed,	including,	
e.g.,	a	northward	redistribution	of	emissions	within	
India.	Wetland	CH4	emissions	are	estimated	high	over	
certain	regions	(e.g.	Scandinavia)	and	low	over	other	
regions	(e.g.	central	Africa).	Ruminant	emissions	over	
Brazil	are	larger	than	assumed	a	priori,	conspicuously	
because	Brazil	has	experienced	a	rapid	increase	in	cattle	
number	over	the	years.	In	2006	the	UN	Food	and	
Agriculture	Organisation	FAO	noted	that	Brazil	has	
become	the	largest	meat	(beef )	exporter	in	the	world.

Figure	2	shows	that	CH4	emissions	at	tropical	latitudes	
dominate	over	extra-tropical	emissions	even	more	than	
expected	a	priori.	It	has	been	suggested	that	large	incre-
ases	in	northern	CH4	emissions	might	lead	to	a	tipping	

Figure 1. Modelled CH4 wetland emissions for March (top) and 

September (bottom) of the year 2004. Units: Gg (109 g) per grid cell 

per year.

Figure 2. (left panel) Observationally constrained global annual CH4 emission distribution for the year 2004. (right panel) Differences between the 

observationally constrained emissions and prior knowledge on CH4 emissions. Both natural and anthropogenic source categories are included. Units are 

Gg (109 g) per grid cell per year.
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point	in	climate5).	However,	even	though	the	tempe-
rature-sensitivity	of	northern	CH4	emissions	is	
well-established	we	found	as	yet	no	observational	
evidence	for	large	increases	in	CH4	emissions	related	
to	permafrost	melting	or	destabilisation	of	hydrates	in	
response	to	Arctic	warming.

Inter-annual variability
Inter-annual	variability	in	global	CH4	concentrations	is	
caused	by	variations	in	the	natural	CH4	emissions	and	
by	variations	in	the	chemical	breakdown	of	CH4	in	the	
atmosphere.	Figure	3	shows	the	variability	in	the	natural	
net	CH4	surface	fluxes	(i.e.	emissions	minus	soil	uptake)	
over	the	period	1988-2006,	as	well	as	variations	in	surface	
temperature	and	precipitation.	The	figure	shows	that	
the	CH4	variability	is	largely	driven	by	the	variations	in	
surface	temperature	and	rainfall.	Figure	3	also	shows	
the	natural	net	exchange	fluxes	of	N2O	and	H2,	which	are	
highly	correlated	with	the	CH4	fluxes,	except	for	a	strong	
decrease	in	H2	uptake	during	2002	when	global	
precipitation	levels	dropped.	The	figure	shows	that	
trends	and	variations	in	the	global	natural	surface	fluxes	
of	CH4	probably	have	been	limited	over	the	considered	
time	period.	On	the	other	hand,	because	a	climatology	
for	inundated	areas	has	been	used	instead	of	actual	
inundation	observations,	the	inter-annual	variability	is	
likely	underestimated	in	the	figure.	Variations	in	tempe-
rature,	humidity	and	incoming	solar	ultraviolet	radiation	
in	the	tropical	lower	troposphere	drive	inter-annual	
variations	in	the	chemical	breakdown	of	CH4.	Chemistry	
model	simulations	have	indicated	that,	over	the	last	
two	decades,	trends	and	inter-annual	variations	in	the	
meteorologically	driven	loss	rates	are	likely	to	have	been	
limited6).

What is currently limiting the increase in the 
CH4 ?
Even	though	the	inter-annual	variability	in	CH4	loss	rates	
has	been	small,	a	long-term	trend	in	the	chemical	loss	
can	not	be	ruled	out.	Over	the	last	15	years	the	annual	
growth	rate	in	CH4	has	been	consistently	smaller	than	in	

the	1980s	when	growth	rates	regularly	exceeded	10	ppb	
per	year.	Figure	4	shows	the	gradual	increase	in	troposp-
heric	CH4	since	1995	observed	at	Jungfraujoch,	Switzer-
land.	These	column	observations	are	in	line	with	the	
evolution	seen	by	the	global	surface	networks	for	CH4.	
A	period	of	near-zero	growth	(1999–2006)	has	recently	
been	followed	by	renewed	moderate	growth.	It	has	been	
suggested	that	the	lack	of	growth	after	1999	was	largely	
due	to	an	episodic	reduction	in	the	tropical	natural	emis-
sions	related	to	sustained	relatively	dry	conditions	in	the	
tropics,	and	it	was	predicted	in	2006	that	the	CH4	growth	
rate	would	probably	recover	soon	in	response	to	further	
increasing	anthropogenic	CH4	emissions7).

Per	year	the	present-day	anthropogenic	emissions	are	
growing	faster	than	in	the	1980s	and	most	of	the	increase	
in	the	annual	emissions	since	1995	has	occurred	after	
the	year	2000.	These	emission	increases	can	not	easily	be	
reconciled	with	the	moderate	annual	growth	as	shown	

Evidence is emerging that the current moderate 
growth in CH4 is primarily caused by the wide-spread 
presence of (sub-)tropical air pollution and less 
by CH4 emission mitigation

Figure 3. Inter-annual variability in the global annual CH4 and N2O 

surface exchange fluxes (natural emissions minus soil uptake), and H2 soil 

uptake over the period 1988-2006. Dotted lines represent variations 

in global land surface temperature (red) and precipitation (blue). All 

variations are normalised against the global average and derived from 

12-month running means.

Figure 4. Atmospheric CH4 since 1995 at Jungfraujoch, Switzerland. 

These are CH4 column mixing ratios (in ppbv) made using Fourier 

Transform Infra Red (FTIR) spectroscopy.



Triennial  Scientific Report | 71

in	Figure	4	–	unless	the	chemical	lifetime	of	CH4	would	
be	significantly	shorter	now	than	in	the	1980s.	Note	that	
there	are	no	indications	for	large	sustained	reductions	in	
natural	CH4	emissions	(Figure	3).

In	HYMN	it	has	been	found	that	the	global	CH4	lifetime	is	
sensitive	to	air	pollution,	and	mostly	to	nitrogen	oxides	
(NOX)	emitted	under	sunny,	warm	and	humid	conditions	
such	as	in	the	tropics.	Rapid	increases	in	low-latitude	
NOX	emissions	have	recently	been	observed	by	satellite	
NO2	instruments	such	as	OMI	and	SCIAMACHY.	An	estima-
ted	decrease	of	3-5%	6)	in	CH4	lifetime	due	to	increased	
(sub-)tropical	NOX	pollution	since	about	1995	could	com-
pensate	for	15	–	25	Mt	of	CH4	emissions	per	year,	which	is	
a	significant	fraction	of	the	emission	increase.	Therefore,	
evidence	is	emerging	that	the	current	moderate	growth	
in	CH4	is	primarily	caused	by	the	wide-spread	presence	
of	(sub-)tropical	air	pollution	and	less	by	CH4	emission	
mitigation.

N2O and H2
The	increase	in	N2O	in	the	atmosphere	from	a	pre-indus-
trial	level	of	270	ppb	to	about	322	ppb	in	2008	is	largely	
caused	by	expanding	agricultural	activities	and	has	resul-
ted	in	a	radiative	forcing	of	0.16	Wm-2.	N2O	has	a	che-
mical	lifetime	of	more	than	100	years	and	is	thus	much	
longer	lived	than	CH4.	The	relatively	large	pre-industrial	
concentration	of	N2O	shows	the	relative	importance	
of	natural	N2O	emissions,	mainly	from	vegetated	soils.	
Natural	N2O	emissions	are	largest	over	tropical	forests	
and	savannas,	and	are	estimated	to	sum	globally	up	to	11	
±	3	TgN	per	year	(including	a	minor	ocean	source),	still	
exceeding	anthropogenic	N2O	emissions	(7	±	1	TgN	per	
year).

Hydrogen	has	a	chemical	lifetime	of	only	about	2	years.	
The	present-day	H2	concentration	of	about	550	ppb	is	
largely	a	product	of	atmospheric	chemistry	and	the	
uptake	by	soils	(Figure	3).	Future	air	quality	and	climate	
scenarios	will	need	to	include	hydrogen	(H2)	emissions,	
such	as	e.g.	from	leakages,	to	assess	the	possible	impacts	
on	atmospheric	composition	and	climate,	most	notably	
by	increasing	stratospheric	water	vapour.	The	transition	
to	a	hydrogen	economy	might	mitigate	climate	change	
due	to	the	potential	CO2	emission	reduction.	Clear	
advantages	for	future	air	quality	are	found	because	of	the	
reduction	in	air	pollution	by	fossil-fuel	burning	associa-
ted	with	a	hydrogen	economy.

Conclusion
By	observations	and	model	calculations	the	EU-funded	
project	HYMN	has	provided	improved	insights	in	the	life	

cycle	of	CH4	and	some	other	gases	in	the	atmosphere.	Key	
findings	are	that	(sub-)tropical	latitudes	are	dominant	
for	CH4	emissions	and	chemical	breakdown	and	thus	
also	for	inter-annual	variability	in	CH4	and,	secondly,	
that	evidence	is	emerging	that	the	atmospheric	lifetime	
of	CH4	is	being	reduced	by	increasing	(sub-)tropical	air	
pollution.	Continued	observations	of	atmospheric	com-
position	are	essential	to	get	a	better	understanding	of	
the	chemistry-climate	interactions	and	relations	between	
climate	change	and	other	important	environmental	
issues	related	to	the	trace	gases	CH4,	N2O,	and	H2,	such	
as	the	recovery	of	the	ozone	layer	in	the	21st	century	and	
future	changes	in	global	air	quality.
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The statistical mechanics of 
turbulent flows

Wim Verkley

Introduction

In	a	paper	that	appeared	70	years	ago	in	the	Journal	of	
the	Dutch	Physical	Society,	Burgers1)	addressed	the	ques-
tion	whether	the	statistics	of	turbulent	flows	can	be	
investigated	by	the	methods	of	statistical	mechanics.	

In	the	past	these	methods	had	been	very	successfully	
applied	to	the	microscopic	motion	of	molecules.	In	
extending	their	application	to	the	realm	of	turbulent	
motion,	one	encounters	the	difficulty	that	the	fluid	
dynamical	equations	are	continuous.	By	using	a	
representation	of	the	flow	fields	in	terms	of	Fourier	
components	this	problem	can	be	solved	to	the	extent	
that	a	phase	space	can	still	be	defined	although	it	is	
infinite	dimensional.		Another	difficulty	is	that,	in	
turbulent	motion,	energy	is	not	conserved	but	flows	
through	the	system.	Burgers	therefore	proposed	that	the	
statistics	of	a	turbulent	system	is	controlled	by	an	average	
balance	between	input	and	output	of	energy	and	not,	
as	is	appropriate	to	assume	in	the	realm	of	
molecular	motion,	by	the	conservation	of	energy.	Taking	
the	dissipation	to	be	quadratic,	when	expressed	in	
terms	of	the	Fourier	coefficients,	and	constraining	the	
statistics	to	respect	an	average	balance	between	forcing	
and	dissipation,	he	applied	the	techniques	of	statistical	
mechanics	and	concluded	that	the	dissipation	is	equally	
partitioned	among	the	Fourier	components.		

This	conclusion	was	both	interesting	and	problematic.	
Equipartition	of	dissipation	leads	to	an	unphysical	
infinite	total	dissipation	if	the	phase	space	of	the	system	
is	infinite	dimensional.	Quantum	mechanics	does	not	
come	to	the	rescue	here	as	it	had	done	earlier	when	an	
analogous	problem	arose	in	the	statistical	mechanics	
of	electromagnetic	radiation.	Despite	a	series	of	
publications,	many	of	which	are	reprinted	in	the	
memorial	volume	by	Nieuwstadt	and	Steketee2),	a	
completely	satisfying	solution	did	not	emerge	and	
Burgers	finally	abandoned	the	subject.	Several	years	
later	Onsager3)	took	it	up	again	but	decided	to	pursue	a	
course	that	is	more	in	line	with	equilibrium	statistical	
mechanics,	as	detailed	in	the	review	article	by	Eyink	and	
Sreenivasan4).		

The	work	described	below5)	can	be	considered	as	an	
attempt	to	revisit	Burgers’	approach.	It	will	thus	be	
investigated	whether	statistical	mechanics	can	be	used	to	
deal	with	forced-dissipative	turbulent	systems,	using	as	
a	basic	assumption	that	the	statistics	is	controlled	by	an	
average	balance	between	forcing	and	dissipation.		
The	problem	of	the	infinite	dissipation	is	not	resolved	
but	moderated	by	limiting	ourselves	to	finitely	
truncated	spectral	representations	of	fluid	flows.	We	will	
phrase	the	theory	in	the	language	of	probability	theory	
and	the	principle	of	maximum	entropy,	as	advocated	by	
Jaynes6).

The	method	will	be	applied	to	a	simple	one-layer	model	
of	the	large-scale	atmospheric	circulation.	In	this	context	
the	model’s	statistics	can	be	identified	with	the	model’s	
climate.	From	the	perspective	of	this	model	our	aim	is	
to	deduce	the	model’s	climate	from	its	basic	equations,	
as	an	alternative	to	averaging		over	long	numerical	time-
integrati0ns.

Our aim is to deduce the model’s climate from its 
basic equations, as an alternative to averaging  over 
long numerical time-integrati0ns
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A model of the large-scale atmospheric 
circulation 
The	model	to	be	considered	describes	the	motion	of	a	
single	layer	of	incompressible	fluid	on	the	surface	of	a	
rotating	sphere.	Orography	is	taken	into	account	and	the	
flow	is	assumed	to	be	geostrophically	balanced	and	thus	
approximately	governed	by	the	horizontal	advection	of	
quasigeostrophic	potential	vorticity.	The	equation	that	
is	used	is	a	somewhat	simplified	version	of	an	equation	
discussed	recently	by	the	author7).	The	system	is	forced	
by	relaxation	towards	a	zonally	symmetric	circulation	
that	consists	of	jet-streams	in	both	hemispheres,	and	
is	damped	by	a	term	that	has	the	same	structure	as	the	
viscosity	term	in	fluid	dynamics.	The	two-dimensional	
streamfunction,	in	terms	of	which	the	horizontal	velocity	
is	expressed,	is	the	basic	field	of	the	model	and	is	repre-
sented	by	a	finite	set	of	spherical	harmonics,	indexed	by	
the	integers	m	and	n,	where	n	runs	from	1	to	N	=	42	and	m	
runs	from	–n	to	+n.	The	variables	of	the	model	
are	expressed	in	units	formed	by	appropriate	
combinations	of	the	earth’s	radius	and	angular	velocity	
of	rotation.

The	phase	space	of	the	model	consists	of	the	Fourier	
coefficients	ymn	of	the	streamfunction.		By	projecting	the	
advection	equation	of	potential	vorticity		onto	the	finite	

set	of		spherical	harmonics,	one	obtains	a	dynamical	
system	of	quadratically	non-linear	equations	in	the	Fou-
rier	coefficients.	When	integrated	numerically,	
this	finite-dimensional	dynamical	system	displays	
chaotic	turbulent	motion,	not	unlike	what	is	seen	
in	large-scale	atmospheric	flow.	To	demonstrate	
this,	we	show	in	Figure	1	two	snapshots	of	the	
vorticity	and	the	zonally	averaged	zonal	velocity,		
separated	by	10	days	in	time,	at	the	end	of	an	
integration	of	2000	days.

Energy and enstrophy
The	global	state	of	the	system	can	be	characterized	by	the	
energy		E	and	the	enstrophy	Z,	given	by

E	=	Smn	(1/2)	en		y 2mn	,
Z	=	Smn	(1/2)	(en		y mn	-	fmn	)

2.

Here	is	en		a	system	parameter	and	fmn		is	related	to	the	
Coriolis	parameter	and	the	orography.	In	the	presence	of	
forcing	and	dissipation,	we	have

dE	/	dt	=	F	-	D,
dZ	/	dt	=	G-	H,

in	which	the	energy	forcing	F,	energy	dissipation	D,	
enstrophy	forcing	G	and	enstrophy	dissipation	H	are	
given	by

F	=	Smn	(-	Fmn	y mn),
D	=	Smn	(dn	y 2mn),
G	=	Smn	(-en	Fmn	ymn+	fmn	Fmn	),
H	=	Smn	(dn	en	y 2mn		-	dn	fmn	ymn).

In	these	expressions	Fmn	is	the	Fourier	coefficient	of	the	
forcing	and	dn	is	related	to	the	form	and	the	strength	of	
the	dissipation.	It	can	be	seen	that,	if	the	forcing	coef-
ficients		Fmn		and	dissipation	parameters	dn	are	zero,	the	
energy		E	and	the	enstrophy	Z	are	conserved.	If	these	
coefficients	and	parameters	are	not	zero,	this	is	no	
longer	the	case.		However,	for	a	statistically	stationary	
state	we	have	instead	that		dE	/	dt	and	dZ	/	dt	,	or	F	-	D		and		
G-	H,	are	zero	on	average.

Statistical mechanics and maximum entropy
The	central	concept	in	a	statistical	mechanical	theory	is	
the	probability	density	function,	denoted	by	P,	which	
in	our	case	gives	the	probability	to	find	the	system	in	a	
state	with	Fourier	coefficients	ymn.	According	to	Jaynes’	
principle	of	maximum	entropy,	the	probability	
density	function	should	have	a	maximum	value	of	its	
information	entropy	S1	,	defined	by	

Figure 1. The vorticity field at day 1990 and day 2000 (a and b, res-

pectively) in a numerical integration of the spectral model of large-scale 

atmospheric flow. The values of the vorticity are expressed in units of the 

earth’s angular velocity  and are in the range (-0.50, 0.55) and (-0.57, 

0.61), respectively, and are displayed with a contour interval of 0.04. The 

colour scale is from blue (low values) to red (high values). The profiles to 

the right of the vorticity fields are the zonally averaged zonal velocity in 

meters per second.
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The	measure		M,	for	which	a	product	of	constants	is	
taken,	incorporates	any	a-priori	knowledge	of	the	system	
such	as	its	basic	symmetries.		All	additional	information	
on	the	system	is	used	to	constrain	the	maximization	of			
S1,	like	the	normalization	condition	on		P.		The	additional	
information	consists	of	fixed	averages	of	certain	
functions	Q	,	with	the	average		〈Q〉	defined	by

	
Without	these	averages	as	constraints,	the	maximization	
of	the	information	entropy		S1	would	result	in	P	=	M.	
Although	the	constant	values	that	we	take	to	define	M	
turn	out	to	influence	the	maximum	value	of	the	
information	entropy	S1,	these	values	do	not	influence	the	
probability	density	function		P	and	thus	do	not	influence	
the	resulting	statistics.	

In	the	equilibrium	statistical	mechanical	theory	that	
emerged	from	Onsager’s	approach,	the	information	
entropy	is	maximized		with	fixed	values	of	the	average	
energy	〈E〉		and	the	average	enstrophy	〈Z〉.	This	has	
been	shown5)	to	work	rather	well	if	the	statistics	is	
controlled	by	conservation	of	energy	and	enstrophy,	i.e.,	
in	the	unforced-undamped	case	-	which	is	not	very	
realistic.	If	forcing	and	dissipation	are	present	then,	
in	line	with	Burgers’	approach,	it	is	more	appropriate	
to	maximize	the	information	entropy	with	fixed	(zero)	
values	of		〈F	-	D〉		and	〈G	-	H〉.	Fortunately,	the	
mathematics	is	similar	in	both	cases	because	all	
constraints	are	quadratic	and	lead	to	a	probability	
density	function	that	is	a	product	of	normal	
distributions.	Once	the	probability	density	function	is	
known,	all	relevant	statistics	can	be	calculated,	such	as	
spectra	of	energy	and	enstrophy	and	average	vorticity	
fields.

Results 
We	will	focus	on	the	numerical	integration	of	2000	days	
of	which	two	snapshots	of	vorticity	have	been	shown	in	
Figure	1.	We	use	the	last	500	days	of	the	integration	to	
calculate	average	spectra,	vorticity	and	velocity	fields	in	
order	to	compare	these	with	the	theoretical	results.	To	
define	the	spectra	of	energy	and	enstrophy,	we	write	the	
energy	E	and	the	entrophy	Z	as	a	sum	over	N	functions		En	
and		Zn,	the	latter	containing	the	sums	over	m.		The	
spectra	of	energy	and	enstrophy	are	thus	En	and	Zn	as	
functions	of	n,	where	n	runs	from	1	to	42.	

The	solid	dots	and	open	circles	in	the	three	panels	
of	Figure	2	are	the	numerically	obtained	values	of	
log	En	and	log	Zn,	respectively,	as	a	function	of		log	n,	

Figure 2. The values of log En (energy) and log Zn (enstrophy) as a function 

of  log n, averaged over the last 500 days of the numerical integration. 

The solid dots represent the spectra of energy, the open circles represent 

the spectra of enstrophy and the solid curves are the theoretical spectra, 

based on maximum entropy. In the upper panel (a) the constraints in the 

maximization of entropy are energy and enstrophy, in the middle panel (b) 

the constraints are the decay rates of energy and enstrophy (taken to be 

zero),  and in the lower panel (c) both energy and enstrophy as well as their 

decay rates are used as constraints.

S1 = - ∫ . . . ∫ dψ -N-N . . . dψ NN x

P(ψ -N-N ,...,ψ NN )log .P(ψ -N-N ,...,ψ NN )
M(ψ -N-N ,...,ψ NN )

 〈Q〉 = ∫ . . . ∫ dψ -N-N . . . dψ NN x

P(ψ -N-N ,...,ψ NN )Q(ψ -N-N ,...,ψ NN ). 
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for	n	=	1,	…,	42.	The	solid	curves	in	panel	a	are	the	spectra	
based	on	maximum	entropy	if	the	numerically	obtained	
values	of		〈E〉	and	〈Z〉	are	used	as	constraints.	
Whereas	this	has	been	shown	to	work	quite	well	in	the	
unforced-undamped	case,	in	the	forced-damped	case	
that	we	consider	here	it	does	not	work	at	all.	The	
numerically	obtained	spectra	are	very	different	from	the	
spectra	that	characterize	the	unforced-undamped	case.	

The	solid	lines	in	panel	b	of	Figure	2	show	the	theoretical	
spectra	if	the	entropy	is	maximized	using	as	constraints	
that	〈F	-	D〉		and	〈G	-	H〉	are	zero.	This	is	the	case	that	
corresponds	to	Burgers’	basic	idea.	In	contrast	to	the	
case	displayed	in	panel	a	of	Figure	2,	we	do	not	need	any	
information	from	the	numerical	run	except	for	the	fact	
that	it	has	reached	a	state	of	statistical	equilibrium.	The	
resemblance	between	the	theoretical	and	numerical	
spectra	is	nevertheless	substantially	better	that	in	the	
case	of	panel	a	of	Figure	2,	in	particular	for	the	lower	
values	of	the	wavenumber	n.

In	panel	c	of	Figure	2	we	show	the	theoretical	spectra	if	
the	numerically	obtained	values	of	〈E〉	and	〈Z〉	are	used	
as	constraints	in	addition	to	the	constraints	that	〈F	-	D〉		
and	〈G	-	H〉	are	zero.	Whereas	on	their	own	the	former	
constraints	do	not	lead	to	proper	spectra	(as	we	have	just	
seen),	when	combined	with	the	constraints	that	〈F	-	D〉		
and	〈G	-	H〉	are	zero,	they	lead	to	an	improvement	that	is	
quite	substantial.	It	shows	that	the	values	of	〈E〉	and	〈Z〉		
contain	useful	extra	information	and	that	the	theory	is	
able	to	incorporate	that	extra	information	in	a	consistent	
way.
In	panel	a	of	Figure	3	we	show	the	vorticity	and	zonally	
averaged	zonal	velocity	obtained	numerically,	averaged	
over	the	last	500	days	of	the	integration.	In	panel	b	the	
theoretical	average	is	given,	calculated	on	the	basis	of	
maximum	entropy	using	the	numerically	obtained	values	
of	〈E〉	and	〈Z〉	as	constraints.	In	panel	c	the	theoretical	
average	is	shown	that	results	if		zero	values	of	〈F	-	D〉		and	
〈G	-	H〉	are		used	as	constraints	in	the	maximization	of	
entropy.	In	panel	d,	finally,		the	result	is	shown	if	the	
numerically	obtained	values	of	〈E〉		and	〈Z〉	are	used	as	
extra	constraints	in	the	maximization	of	entropy.	The	
most	striking	difference	is	between	panels	b	and	c,	the	
former	showing	no	trace	of	the	two	jet-streams,	the	latter	
showing	these	jet-streams	quite	clearly.	Panel	d	confirms	
that	additional	information	in	the	form	of	given	values	
of	〈E〉	and	〈Z〉	leads	to	theoretical	results	that	are	more	in	
accord	with	the	numerical	simulations.

Conclusion
We	have	shown	that	the	formalism	of	statistical	
mechanics,	expressed	in	the	language	of	probability	

theory	and	the	principle	of	maximum	entropy,	is	able	
to	produce	statistics	of	forced-dissipative	turbulent	
flows.	The	basic	idea	is	that	the	statistics	of	a	stationary	

Figure 3. Vorticity fields, expressed in units of the earth’s angular velocity,  

displayed with a contour interval of 0.04, using the same colour scale as 

in Figure 1. Zonally averaged zonal velocity profiles in meters per second 

are displayed to the right of the vorticity fields. Panel a shows the results 

averaged over the last 500 days of the  numerical integration. Panels b, c 

and d show the theoretical averages, based on maximization of entropy. 

The constraints in b are energy and enstrophy, in c the (zero) decay rates of 

energy and enstrophy and in d both energy and enstrophy and their zero 

decay rates. The vorticity fields in the consecutive panels vary 

between (-0.41, 0.46), (-0.21, 0.15), (-0.13, 0.09) and (-0.21, 0.17), 

respectively.
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turbulent	system	is	controlled	by	the	average	balance	
between	forcing	and	dissipation,	an	idea	pursued	earlier	
by	Burgers.	The	theory	was	applied	to	a	finitely	truncated	
spectral	model	of	large-scale	atmospheric	flow	with	the	
aim	of	deducing	the	climate	of	the	model	from	its	
equations	as	an	alternative	to	averaging	over	long	
numerical	time-integrations.	

The	theory	has	shown		its	most	predictive	side	if,	in	line	
with	Burgers’	idea,	the	average	time	derivative	of	energy	
and	enstrophy	are	constrained	to	be	zero	in	the	maximi-
zation	of	entropy.	In	this	case	no	information	from	the	
numerical	run	is	needed	except	the	fact	that	the	system	
is	in	a	statistically	stationary	state.	The	results	compare	
favourably	with	the	results	obtained	in	the	case	that	the	
energy	and	enstrophy,	obtained	from	the	numerical	run,	
are	used	as	constraints	in	the	maximization	of	entropy.	
When	all	constraints	are	combined,	the	theoretical	
results	compare	best	with	their	numerical	counterparts.	
From	the	latter	it	may	be	concluded	that,	if	the	values	of	
energy	and	enstrophy	are	available,	the	additional	infor-
mation	that	these	values	contain	can	be	incorporated	
consistently	by	the	principle	of	the	maximum	entropy.

A	procedure	that	would	avoid	the	use	of	average	values	of	
the	energy	and	enstrophy,	to	be	taken	from	the	nume-
rical	run	and	therefore	at	the	expense	of	the	theory’s	
predictive	power,	is	to	use	as	additional	constraints	the	
condition	that	the	second-	and	higher-order	time	deriva-
tives	of	energy	and	enstrophy	are	zero.	This	is	justified	in	
case	the	system	is	statistically	stationary	and,	in	view	of	
the	form	of	these	constraints,	is	expected	to	lead	to	more	
structure	in	the	resulting	statistics	such	as	correlations	
between	the	spectral	coefficients.	The	price	to	be	paid	is	
a	mathematically	more	complex	analysis	but,	in	view	of	
the	possibilities	that	it	promises,	would	be	worthwhile	
to	pursue	as	a	topic	of	further	research.
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Technological developments 
in scientific data exchange: 
recently developed portals, 
services and networks at KNMI
Wim Som de Cerff, Bert van den Oord, Alessandro Spinuso and Maarten Plieger

Introduction
During	the	last	decade	data	is	becoming	both	an	
increasingly	important	and	a	limiting	factor	in	science1,2).	
Due	to	the	continuously	increasing	demands	for	higher	
spatial	and	temporal	resolution,	data	volumes	from	new	
generations	of	space	instrumentation	(e.g.,	Meteosat	
Third	Generation	and	TROPOMI)	and	numerical	models	
(e.g.,	Harmony	and	EC-Earth)	grow	faster	than	available	
storage,	network	and	computing	capacities.	In	order	to	
provide	scientists	with	tools	to	handle	these	data,	new	
technologies	for	computationally	intensive	sciences	
(e-Science)	are	under	development.		The	concept	of	
distributed	computing	(clouds,	Grid)	and	storage	of	
datasets	in	(virtual)	data	centres	requires	that	both	the	
‘findability’	and	the	data	exchange	mechanisms	must	be	
optimized	and	harmonized.	The	findability	aspect	is	tac-
kled	by	various	initiatives	to	harmonize	metadata	while	
the	exchange	mechanism	optimization	and	harmoniza-
tion	is	tackled	by	defining	requirements	to	promote	the	
interoperability	of	web	services.		These	developments	are	
endorsed	by	both	governmental	(e.g.	the	WMO	and	the	
European	Union	through	the	INSPIRE	framework)	and	
non-governmental	organizations	(standardizing	organi-
sations	like	Open	Grid	Forum	(OGF)	for	Grid	computing	
and	Open	Geospatial	Consortium	(OGF)	for	geospa-
tial	services).	These	harmonization	efforts	will	foster	
interdisciplinary	research.	For	example,	it	will	become	
possible	to	couple	climate	model	results	(almost)	directly	
to	climate	effect	models.	With	the	increasing	possibili-
ties	to	access	datasets	(insight	in)	the	quality	of	the	data	
becomes	increasingly	important.	Therefore,	tools	are	
being	developed	to	annotate	datasets	with	standardized	
metadata	and	other	annotations.
Over	the	past	years	KNMI	has	been	involved	in	both	
national	and	international	consortia	to	help	develop	the	
above	mentioned	new	technologies.	This	has	resulted	in	

various	web	services	supporting	the	climate	and	seismo-
logy	communities.	Examples	are	the	web	services	from	
the	ADAGUC	project;	these	provide	access	to	various	satel-
lite	data	ranging	from	monthly	averaged	ozone	to	soil	
moisture	maps.	Also	new	data	standards	have	been	deve-
loped	that	will	affect	the	way	KNMI	data	are	disseminated	
in	the	near	future.	This	highlight	describes	some	of	these	
developments	and	provides	an	outlook	to	the	future.

Metadata, annotations and formats
Metadata	provide	a	description	of	data.	When	exchan-
ging	data,	it	is	important	that	the	data	requestor	is	able	
to	quickly	find	the	data	of	interest.	The	best	way	of	ena-
bling	searches	on	data	is	the	provision	of	metadata	and	
annotations.	Providing	these	data	to	registers	and	search	
engines	enables	‘findability’	of	the	data	and,	at	the	same	
time,	enhances	the	usability	and	quality	of	a	dataset.	
For	metadata	various,	more	or	less	extensive,	standards	
and	models	are	used.	Below	we	discuss	two	important	
metadata	models.
ISO	191153)	standard	for	metadata	defines	a	set	of	attribu-
tes.	Attributes	can	be	mandatory,	conditional	or	optio-
nal.	Only	a	small	set	is	mandatory	and	communities	like	
WMO4)	can	expand	on	the	core	set.	ISO	19115	metadata	will	
be	the	backbone	for	emerging	data	infrastructures,	like	
the	WMO	Information	System,	INSPIRE,	the	EUROCONTROL	
Weather	Information	Exchange	Model	and	the	National	
Geo-Register.	In	the	model	data	can	be	described	on	
‘dataset’	level,	where	a	dataset	is	defined	as	‘an	identifi-
able	collection	of	data’.	WMO	and	OGC	have	embraced	the	
Observation	and	Measurement	data	model,	which	has	
now	become	the	ISO	19156	standard.

Another	important	metadata	standard	is	the	Climate	and	
Forecast	convention	(CF)5),	primarily	used	in	Network	
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Common	Data	Format	files6).	This	community	standard	
is	widely	accepted	within	climate	modelling.
It	is	important	to	note	that	the	above	mentioned	
metadata	standards	are	not	in	competition:	all	serve	
the	same	goal	on	a	different	level.	Where	ISO	is	more	
generic	and	covers	descriptive	metadata	like	points	
of	contact,	coverage	and	time	information,	CF	covers	
domain-specific	parameters	within	the	provided	dataset.
Both	metadata	models	are	combined	in	the	ADAGUC	

data	format	specification7)	(Figure	1).	The	ISO	metadata	
is	used	for	describing	the	dataset’s	metadata,	the	CF	
metadata	fields	are	used	to	describe	the	content	of	the	
individual	data	product.	The	format	specification	is	in	
use	and	under	revision	control	by	KNMI,	the	VU	University	
Amsterdam	and	the	SRON	Netherlands	Institute	for	Space	
Research.

Portals, services and networks at KNMI
KNMI	has	many	successful	data	access	facilities	e.g.	
ECA&D,	PROMOTE,	Climate	Explorer,	KODAC,	FTPPRO,	
CESAR,	ADAGUC	,	NERIES,	LVNL,	and	the	KNMI	website	itself.	
Here	we	will	focus	on	two	recently	developed	portals:	
the	NERIES	(Network	of	Research	Infrastructures	for	
European	Seismology)	portal	for	seismological	data	and	
the	ADAGUC		(Atmospheric	Data	Access	for	the	Geospatial	
User	Community)	portal	for	atmospheric	data.	Both	are	
built	using	state-of–the-art	services	and	provide	and	use	
metadata,	but	use	different	technology	standards.
The	NERIES	portal	brings	together	diverse	distributed	
European	seismological	data	to	provide	a	single	access	
facility	from	which	researchers	can	search	for	and	
download	selected	data	and	data	products	(Figure	2).	
It	also	provides	a	framework	through	which	new	tools	
and	processing	can	be	included	and	accessed,	including	
linkages	to	external	processing	resources	and	e-science	
infrastructures.	The	NERIES	portal	aggregates	individual	
standardized	portlets8).	Portlets	are	specific	targeted	

Figure 1. The ADAGUC Data format standard combines INSPIRE compliant 

ISO metadata and CF metadata in one netCDF4 file. ISO metadata is used 

to describe the dataset to which the file belongs. CF is used to describe the 

data contained in the file itself. The combination of both provides the data 

user with a well-documented, self-describing file.

Figure 2. NERIES portal at KNMI, seismic waveform data access portlet. Screenshot of one of the portlets of the site, which allows the user to search and 

collect waveform data from all the European networks through an interactive map connected to the back-end web services.
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web	applications	that	conform	to	a	standard	application	
programming	interface	allowing	them	to	be	aggregated	
within	a	portlet	container	(runtime	environment	for	
portlets).	The	NERIES	portlets	are	deployed	both	locally	
to	the	portal	as	well	as	remotely	at	participating	data	
centres.	These	portlet	applications	access	data	archives	
through	local	and	remote	web	services.	These	web	
services	provide	the	integration	points	for	access	by	
other	science	infrastructures,	such	as	GEMS	and	
GEOSS.

The	ADAGUC		portal	(Figure	3)	brings	together	data	from	
different	OGC	compliant	services.	The	services	accessible	
from	the	ADAGUC		portal	run	both	locally	at	KNMI	and	
remotely	at	the	VU.	The	OGC	services	used	are	Web	Map	
Service	for	map	display	of	the	data	and	Web	Coverage	
Service/Web	Feature	Standard	interface	for	data	down-
loading.	All	are	accessible	through	the	standard	HTTP	
protocol.	Others	can	integrate	these	web	services	into	

their	application,	which	is	done	by	e.g.	the	GIS	software	
Company	ESRI	(Figure	4)	and	RIVM.	The	ADAGUC		portal	
is	based	on	ADAGUC		formatted	netCDF4	datasets.	From	
these	files,	the	services	can	provide	the	data	in	a	large	
number	of	other	formats	using	the	Geospatial	Data	
Abstraction	Library	for	conversion.	By	implementing	
innovative	new	technologies	valuable	experience	can	
be	gained	in	terms	of	advantages	and	disadvantages	of	
specific	technologies.	This	experience	will	be	used	for	
e.g.	building	the	next	generation	of	the	KNMI	Data	Centre	
and	Satellite	Data	Centre.

Distributed Computing infrastructures
Distributed	Computing	infrastructures	(DCI)	are	com-
posed	of	services	for	sharing	computer	power	and	data	
storage	capacity	over	the	Internet,	e.g.	Grid	services,	
Cloud	services,	High	Performance	Computing	services.	
Although	Earth	Sciences	(ES)	have	been	active	in	the	area	

Figure 3. The ADAGUC web portal in which real-time precipitation radar data from the KNMI radars is displayed. The portal communicates with different 

servers using the OGC Web Mapping service and is able to combine data from different sources. In this screenshot an image of precipitation is stacked on 

top of an image of the MODIS instrument. The precipitation image and the MODIS image are obtained from different services.
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of	Grid	computing	since	the	year	2000	this	has	not	
resulted	in	a	community-wide	use	of	DCI	platforms.	
The	main	reasons	for	this	are	the	time	investment	for	
learning	to	use	DCI	platforms	and	the	technical	com-
plexity	of	these	platforms9).	Moreover,	in	an	independent	
development,	ES	communities	have	been	engaged	over	
recent	decades	in	developing	domain-specific	data	and	
processing	infrastructures.	These	developments	have	two	
important	drawbacks:	the	limited	use	of	DCI	platforms	
inhibits	an	optimal	use	of	computing	resources,	while	
the	domain-specific	infrastructure	development	impedes	
interdisciplinary	scientific	collaboration	(Figure	5a).	
These	issues	were	investigated	in	the	FP6	project	DEGREE,	
which	proposed	an	ES-Grid	roadmap10,11)	in	order	to	
improve	Grid	usage	in	the	ES	community.	One	of	the	
major	milestones	in	this	roadmap	is	the	establishment	
of	an	“Earth	Science	Grid	platform”,	envisioning	a	
collaborative	environment	where	researchers	can	easily	
make	use	of	the	benefits	of	both	DCI	platforms	and	ES	
data.	KNMI	has	participated	in	many	DCI	projects	and	
experiments	(DataGrid,	DEGREE,	SciaGrid).	With	this	
experience,	KNMI	has	started	the	Earth	Science	Gateway	
(ES-G)	initiative,	aiming	at	developing	a	modular	
component	framework	for	building	ES	community-
specific	science	gateways	(Figure	5b).	This	framework	
will	have	components	for	integrating	ES-specific	services	
(e.g.,	OGC),	security,	SLA	and	services	for	providing	access	
to	Grid	functionality.	These	components	will	provide	the	
crucial	missing	link	that	allows	the	ES	community	to	use	
DCI	platforms,	while	at	the	same	time	retaining	access	
to	existing	community-based	resources.	Where	possible,	

ES-G	will	reuse	existing	components.	Close	cooperation	
between	all	involved	communities	(technology	providers	
like	DCI	and	user	communiti		like	Earth	Science)	is	
essential	and	is	foreseen	to	be	one	of	the	main	
activities	in	this	initiative.	To	open	the	development	
process	for	contributions	of	others,	an	open-source	
software	development	approach	will	be	taken.	
It	is	foreseen	that	this	initiative	can	provide	
components	for	the	ambitious	National	Model	and	Data	
Centre	(NMDC),	in	which	KNMI	plays	an	important	role.	
The	RapidSeis	project	(partners:	NERIES,	University	of	
Liverpool	and	the	National	e-Science	Centre	in	the	UK)	
has	proved	the	feasibility	of	the	integration	of	
computational	applications	within	an	existing	data	por-
tal.	RapidSeis	has	prototyped	a	scientific	gateway	
via	a	web	portal	that	allows	seismologists	to	pick	up	
data	from	Orfeus—the	central	repository	for	earthquake	
data	in	Europe	hosted	at	KNMI	—and	then	run	several	
analyses	on	these	data	(on	DCI		infrastructures).	
RapidSeis	was	funded	by	the	UK	Joint	Information	
Systems	Committee.	JISC	is	an	independent	advisory	
body	that	works	with	further	and	higher	education	by	
providing	strategic	guidance,	advice	and	opportunities	
to	use	ICT	to	support	learning,	teaching,	research	and	
administration.

Future role of data centres: curation of data
Data	centres,	like	KNMI,	are	sources	of	information	for	
scientists	and	have	the	important	task	of	data	preser-
vation	and	curation	for	future	research.	In	order	to	sup-

Figure 4. ESRI portal using the KNMI radar web mapping service.
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Figure 5a. Without the Gateway. 

In the current situation, interoperability is only available on a very basic 

level, e.g. data resources in the ES domain are not directly accessible in the 

EGI domain so data needs to be copied manually to be able to use the ES 

data on EGI. Researchers need to have knowledge of both infrastructures.

Figure 5b. With the Earth Sciences (ES) Gateway. 

Interoperability is possible at the ES resources level. ES tools and applicati-

ons built upon the ES-G middleware can access ES resources provided by ES 

Community Infrastructures. The portal provides a single point of access to 

ES tool and applications.

port	researchers,	data	centres	nowadays	provide	basic	
search,	browse	and	download	services	for	datasets.	
However,	researchers	often	need	more	information	and	
functionality	than	is	generally	provided.	The	increasing	
use	of	datasets	in	large	(cross-domain)	projects,	and	
European	Commission	initiatives	like	INSPIRE,	requi-
res	data	centres	to	interconnect	and	harmonize	their	
services.	Such	an	approach	is	adopted	in	the	NERIES	and	
ADAGUC		projects.	This	will	make	datasets	easier	acces-
sible	for	scientific	users	but	makes,	at	the	same	time,	
the	amount	of	available	data	even	more	overwhelming.	
Therefore,	the	future	data	centres	need	to	provide	addi-
tional	information	in	the	form	of	annotations	to	assist	
scientists	in	selecting	the	optimal	datasets	for	their	work.	
By	allowing	the	possibility	to	annotate	datasets,	the	rela-
tion	between	scientists	and	data	archives	is	developing	
from	a	one-way	relation	(download	services)	to	a	truly	
interactive	relation	in	which	scientists	are	offered	func-
tionality	to	upload	information	and	contribute	to	the	
data	archive.	We	aim	at	initiating	developments	towards	
the	next	generation	of	data	archives	in	which	an	active	
relation	exists	between	the	archive	and	its	users.	This	
interactive	aspect	is	one	of	the	main	requirements	of	the	
next	generation	KNMI	Data	Centre.	The	first	steps	involve	
the	development	of	standards	for	data	annotation	and	

upload	services	and	demonstrating	the	advantages	of	
this	new	way	of	working	to	the	end-users.

Conclusion
Data	is	one	of	the	fundamentals	for	the	science	domains	
in	which	KNMI	operates.	KNMI	data	come	from	an	incre-
asing	variety	of	sensors	and	models,	and	are	used	cross-
domain,	also	in	domains	in	which	knowledge	of	the	data	
is	minimal.	KNMI	has	a	national	role	as	a	data	centre,	but	
is	also	a	node	in	national	and	international	data	infra-
structures.	As	a	data	centre,	KNMI	has	also	the	responsi-
bility	for	curation	of	its	datasets.	By	following	standards,	
KNMI	can	play	this	role,	allowing	cross-domain	use	of	the	
datasets.	Therefore,	we	actively	participate	and	
contribute	to	initiatives	like	INSPIRE,	the	WMO	Inter-
Programme	Expert	Team	on	Metadata	and	Date	Inter-
operability	and	the	Meteorology	Domain	Working	Group	
of	the	Open	Geospatial	Consortium,	to	closely	follow	
and	influence	emerging	networks	and	standards	which	
have	a	potentially	high	impact	on	the	KNMI	infrastruc-
ture.	Research	on	web	services,	OGC	standards	and	Grid	
technology	enables	us	to	play	a	role	in	these	emerging	
international	infrastructure	developments	but	also	
enables	us	to	construct	the	next	generation	KNMI	Data	
Centre	and	to	support	increasing	demands	from	KNMI’s	
Climate	and	Seismology	and	Weather	divisions	regarding	
data	accessibility.

 The increasing use of datasets in large (cross-domain) 
projects, and European Commission initiatives like 
INSPIRE, requires data centres to interconnect and 
harmonize their services
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A monitoring and forecasting 
system for atmospheric 
composition: The GEMS project

Introduction
Present-day	numerical	weather	forecasting	is	based	on	
combining	atmospheric	models	with	observations	from	
operational	weather	satellites	and	routine	in-situ	and	
surface	measurements.	By	the	‘assimilation’	of	
measurements	in	weather	models	a	detailed	description	
of	the	present	meteorological	situation	is	obtained,	
which	serves	as	starting	point	for	successful	weather	
forecasts.	For	the	chemical	composition	and	aerosols	in	
the	atmosphere	such	a	comprehensive	assimilation	and	
forecast	system	did	not	exist	until	recently.

With	the	advance	of	satellite	remote	sensing	of	the	
Earth’s	atmospheric	composition,	unprecedented	
information	is	becoming	available	about	how	natural	
and	anthropogenic	emissions	are	influencing	the	
greenhouse	gases	and	aerosols,	as	well	as	near-surface	
air	quality,	which	affects	human	health.	Examples	are	the	
observation	of	desert	dust	plumes,	of	the	Antarctic	ozone	
hole	and	of	nitrogen	dioxide	air	pollution	with	satellite	
sensors	like	the	Ozone	Monitoring	Instrument	(OMI).	
The	increasing	availability	of	satellite	as	well	as	surface	
in-situ	observations	calls	for	global	data	assimilation	
systems,	similar	to	numerical	weather	prediction,	that	
are	capable	of	combining	the	measurements	of	
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atmospheric	composition	and	meteorology	into	a	
comprehensive	global	picture1).

The	GEMS2)	(Global	and	Regional	Earth-System	Monito-
ring	Using	Satellite	and	In	situ	Data	project;	2005-2009;	
http://gems.ecmwf.int/)	has	built	such	a	global	assimi-
lation/forecasting	system	for	greenhouse	gases,	reactive	
gases	and	aerosols,	as	well	as	a	regional	air	quality	
prediction	system	based	on	an	ensemble	of	European	air	
pollution	forecasting	models.	GEMS	was	funded	by	the	
European	Commission	within	the	Global	Monitoring	
for	Environment	and	Security	(GMES;	http://www.gmes.
info/)	framework.	GEMS	is	co-ordinated	by	ECMWF	and	the	
global	assimilation	and	forecast	system	is	based	on	the	
ECMWF	weather	model.

The	KNMI	Divisions	Chemistry	and	Climate	and	Climate	
Observations	have	made	several	major	contributions	to	
GEMS:
1.	 The	delivery	of	(near-real	time)	satellite	data	sets		
	 from	OMI	and	the	Scanning	Imaging	Absorption		
	 Spectrometer	for	Atmospheric	Cartography	
	 (SCIAMACHY)	which	were	used	both	in	the	
	 assimilation	and	for	validation.	These	data	sets	
	 have	been	extensively	used	to	produce	near-real	
	 time	analyses	and	reanalyses	for	the	period	
	 2003-2008.
2.	 The	TM5	chemistry-transport	model	is	contributed		
	 as	one	of	the	building	blocks	of	the	global	
	 atmospheric	chemistry	analyses.
3.	 OMI	NO2	data	have	been	used	for	a	near-real	time		
	 evaluation	of	the	European	air	quality	forecasts.
4.	 The	validation	sub-project	of	GEMS	was	co-ordinated		
	 by	KNMI.

Two	example	results	for	the	second	and	third	contribu-

The GEMS consortium has built an unprecedented 
modelling and assimilation system to monitor and 
forecast the composition of the atmosphere
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tion	to	the	GEMS	project	are	presented	below,	followed	
by	a	discussion	of	future	developments	and	the	relation	
with	the	EC-Earth	model	development.

Coupling the TM5 chemistry-transport model 
with the ECMWF Integrated Forecast System
In	the	reactive	gases	subproject	three	state-of-the-art	
atmospheric	chemistry-transport	models	(CTMs)	MOZART,	
MOCAGE	and	TM5	have	been	coupled	to	the	ECMWF	
Integrated	Forecast	System	(IFS)3).	The	approach	used	
in	GEMS	is	shown	in	Figure	1.	Five	key	chemical	species	
have	been	included	in	the	IFS	model,	namely	ozone,	
carbon	monoxide,	nitrogen	oxides,	sulphur	dioxide	and	

formaldehyde.	Satellite	observations	are	available	for	
these	five	gases,	and	have	been	included	in	the	analysis.	
This	extended	IFS	system	is	coupled	to	the	CTMs	by	the	
coupling	software	OASIS	version	4.	This	coupler	passes	
hourly	meteorological	fields	from	IFS	to	the	CTM.	In	turn,	
the	CTM	provides	chemical	tendencies	for	the	five	tracers	
to	IFS.	Furthermore,	the	assimilated	spatial	distribution	
of	the	five	gases	is	passed	back	to	the	CTM	to	ensure	
consistency.

One	result	of	the	coupled	IFS-CTM	system	is	shown	in	
Figure	2	for	both	IFS-MOZART	and	IFS-TM5	in	runs	with	
and	without	assimilation	of	ozone	observed	by	the	
satellite	instruments	SBUV	(Solar	Backscatter	Ultraviolet	
Experiment),	OMI	and	MLS	(Microwave	Limb	Sounder).	
The	forecast	with	IFS-MOZART	without	assimilation	
predicted	the	start	of	the	ozone	hole	at	the	right	time.	
Its	extent	was,	however,	underestimated	by	about	40%.	
Stratospheric	ozone	in	TM5	is	constrained	by	a	clima-
tology.	This	climatological	approach	in	IFS-TM5	did	not	
capture	the	long	duration	of	the	2008	ozone	hole	which	
lasted	until	mid-December.	Hence	both	of	these	model	
simulations	have	deficiencies.	In	contrast	to	the	free	
runs,	the	forecasts	including	the	assimilation	of	satel-
lite	observations	are	very	similar	and	also	agreed	very	
well	with	independent	ozone	observations.	This	means	
that,	despite	the	differences	in	the	underlying	chemistry	
schemes	of	MOZART-3	and	TM5,	the	observations	were	
well	able	to	constrain	the	GEMS	modelling	system	and	
significantly	improve	the	simulated	ozone	distribution	
during	ozone-hole	conditions.

Figure	3	shows	a	validation	of	the	resulting	ozone	vertical	

Figure 1. Diagram showing the set-up for coupling TM5 and IFS. “Met” 

denotes the transfer of the meteorological fields from IFS to TM5. “P&L” 

denotes the transfer of the chemical production and loss terms from the 

CTM to IFS. Five chemical species are included and transported into the IFS 

assimilation system. The grey arrow de notes time.

Figure 2. Time series of the extent of the Antarctic ozone hole 2008, 

defined as the area fraction where the ozone column is < 220 Dobson 

Units (DU). Shown are the free run with the coupled system IFS-MOZART 

without assimilation (black), a free run with IFS-TM5 (red) and two runs 

with assimilation of SBUV, OMI and MLS ozone retrievals with the 

IFS-MOZART (green) and the IFS-TM5 (blue) set-up.

Figure 3. Monthly averaged ozone profiles (partial pressure in mPa) 

forecast by IFS-TM5 with assimilation (blue), without assimilation (orange) 

and ozone sonde in-situ observations (red) from Neumayer Station in 

Antarctica for August and October 2008. The depletion of ozone inside 

the ozone hole is clearly visible in October. This ozone loss is not well des-

cribed by the free running model, but the assimilation of multiple satellite 

ozone sensors with this GEMS system leads to an accurate description.
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profile	in	the	TM5	forecasts	with	and	without	the	analysis	
of	satellite	observations.	It	shows	that	the	modelled	
profile	resulting	from	the	assimilation	is	well	in	line	
with	independent	ozone	sonde	observations.	This	can	
be	attributed	to	the	multi-sensor	approach,	where	the	
microwave	limb	sounder	(MLS)	has	been	essential	to	get	
a	good	profile	shape	and	the	UV-visible	sounders	added	

important	information	on	the	total	column	amount	of	
ozone.	This	example	demonstrates	the	benefits	of	apply-
ing	advanced	assimilation	techniques,	developed	in	the	
weather	community,	to	atmospheric	chemistry.

Comparing OMI NO2 measurements with the 
GEMS regional and global atmospheric che-
mistry models
An	evaluation	of	the	model-simulated	NO2	spatial	
distributions	was	carried	out	using	OMI	observations4).	
Figure	4	shows	the	comparison	between	OMI	NO2	
measurements,	three	European-scale	air	quality	models	
(EURAD,	CHIMERE,	SILAM),	and	two	global	atmospheric	

Figure 4. Mean tropospheric NO2 columns in August 2008 measured with the OMI satellite instrument, compared with simulations from three selected 

regional air quality models (EURAD, CHIMERE, SILAM), from the global MOZART model, and from the global TM5 model with a 1 degree resolution spatial 

zoom over Europe. 

The development of the coupled TM5-IFS system for GEMS 
has been instrumental for the EC-Earth climate model
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chemistry	models	(TM5	and	MOZART).	The	results	show	
the	importance	of	the	high	model	resolution	of	the	
regional	models	(20-40	km)	as	compared	to	the	global	
models	(100-300	km)	to	resolve	the	spatial	variability	of	
air	pollution	concentrations.	The	differences	between	
the	air	quality	forecast	results	give	an	indication	of	the	
degree	of	uncertainty	associated	with	these	models.	The	
study	has	helped	to	identify	and	repair	shortcomings	
of	some	individual	models	(for	instance	errors	in	the	
implementation	and	application	of	emissions)	as	well	as	
to	quantify	uncertainties	in	the	OMI	retrieval	(such	as	an	
overestimate	of	NO2	in	summer)4).	Hence	such	an	evalua-
tion	benefits	both	the	models	and	the	observations.

GEMS and EC-Earth
The	development	of	the	coupled	TM5-IFS	system	for	
GEMS	has	also	been	useful	for	the	parallel	development	
of	the	EC-Earth	climate	model	which	is	led	by	KNMI.	In	
EC-Earth,	TM5	is	used	for	simulating	greenhouse	gases	
(currently	ozone	and	methane)	and	various	types	of	
aerosols	for	simulations	of	climate	change.	The	coupled	
systems	set	up	for	GEMS	and	EC-Earth	necessarily	differ	
in	several	respects:	the	version	of	the	coupling	software	
(OASIS4	versus	OASIS3),	the	feedback	of	chemical	fields	
(chemical	tendencies	in	one	case	versus	concentrations	
and	radiative	properties	in	the	other),	and	the	assimila-
tion	and	transport	of	TM5	tracers	in	IFS	which	is	absent	in	
EC-Earth.	However,	apart	from	these	differences,	the	use	
of	online	meteorological	fields	for	driving	TM5	could	be	
done	similarly	in	both	systems.	In	GEMS	the	TM5	model	
has	been	extensively	validated	and	model	improvements	
have	been	implemented.	The	EC-Earth	project	directly	
benefits	from	these	activities.	The	EC-Earth	and	GEMS	
activities	thus	resulted	in	a	high	degree	of	synergy.

Outlook
The	European	7th	framework	project	“Monitoring	
Atmospheric	Composition	and	Climate”	(MACC),	co-
ordinated	by	the	ECMWF,	has	started	at	1	June	2009	and	
is	a	direct	continuation	of	the	GEMS	activity.	MACC	will	
expand	the	GEMS	work	in	several	respects.	For	instance,	
GEMS	has	focussed	on	building	the	global	atmospheric	
composition	assimilation-forecast	system,	while	in	MACC	
there	will	be	more	focus	on	the	development	of	products	
for	specific	user	communities	such	as	environmental	
agencies,	policy	makers	and	the	general	public.
The	KNMI	involvement	in	GEMS	will	be	continued	in	
MACC.	Two	important	new	contributions	are	planned:

•		 Together	with	TNO	we	will	contribute	to	the	
	 European	regional	air	quality	model	ensemble			
	 forecasts	with	the	Netherlands	national	air	

	 quality	model	LOTOS-EUROS.	Because	MACC	includes		
	 the	leading	European	air	quality	models,	and	by		
	 applying	an	ensemble	approach,	MACC	will	produce		
	 the	hitherto	most	advanced	analysis	of	air	pollution		
	 on	the	European	scale.
•		 Within	MACC	chemistry	modules	will	be	
	 implemented	directly	in	IFS	for	which	we	will	supply		
	 and	implement	the	TM5	model	code.	This	is	expected		
	 to	lead	to	significant	model	performance	
	 improvements,	and	will	ultimately	replace	the	
	 present	version	of	the	GEMS	coupled	system	
	 (Figure	1).
It	is	intended	that	MACC	will	evolve	into	the	operational	
GMES	atmosphere	(core)	service	in	the	timeframe	2012-
2014.	The	planned	future	TROPOMI	satellite	mission,	
for	which	KNMI	has	the	scientific	lead,	will	deliver	the	
kind	of	observations	that	are	crucial	input	for	this	GMES	
atmosphere	service.

Conclusion
The	GEMS	consortium,	led	by	ECMWF,	has	built	an	unpre-
cedented	modelling	and	assimilation	system	to	analyse,	
monitor	and	forecast	global	atmospheric	composition,	
in	particular	greenhouse	gases,	reactive	gases	and	
aerosols.	This	is	achieved	by	applying	advanced	meteoro-
logical	assimilation	techniques	to	the	field	of	atmosphe-
ric	chemistry.	The	global	GEMS	system	is	coupled	to	an	
ensemble	of	forecasts	from	about	10	European	regional	
air	quality	models,	providing	a	detailed	picture	of	air	
quality	over	Europe.	In	the	GEMS	system	both	the	
meteorology	and	the	composition	(gases,	aerosols)	are	
treated	in	a	consistent	way.	The	reanalyses	provided	by	
GEMS	are	a	valuable	source	of	information	for	air	quality	
and	climate	monitoring.	GEMS	is	the	start	of	a	long-term	
commitment,	part	of	the	European	GMES	programme,	
to	provide	up-to-date	and	accurate	information	on	the	
atmospheric	composition	to	environmental	agencies,	
policy	makers,	scientists	and	the	public.

KNMI	has	contributed	substantially	to	the	GEMS	develop-
ment,	with	the	TM5	model,	satellite	observational	data	
sets,	contributions	to	the	regional	air	quality	subproject,	
and	co-ordination	activities.	A	major	new	activity	in	
MACC	will	be	the	inclusion	of	the	Dutch	LOTOS-EUROS	
model	in	the	ensemble	of	air	quality	models,	in	
collaboration	with	TNO	and	RIVM.
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Air quality monitoring and 
forecasting in China

Bas Mijling and Ronald van der A

Introduction
For	the	last	decade	the	industrial	activity	of	China	has	
been	growing	at	rapid	pace,	bringing	economic	wealth	
to	its	1300	million	inhabitants,	but	also	generating	an	
unprecedented	level	of	air	pollution.	This	deteriorates	
the	air	quality	of	the	densely	populated	and	
industrialized	areas	such	as	Beijing,	Shanghai	and	the	
Pearl	River	Delta,	and	increases	the	background	
pollution	levels	world-wide1).	The	EU	AMFIC	project,	led	
by	KNMI,	kicked	off	in	September	2007	and	aims	at	
monitoring	and	forecasting	the	air	quality	in	China	by	
using	satellite	observations	and	model	simulations,	
together	with	ground	observations	from	collaborating	
Chinese	institutes.	The	combination	of	these	
instruments	and	tools	offers	a	unique	possibility	to	
investigate	trends	in	air	pollution	and	the	effectiveness	
of	air	quality	policy.

The	following	sections	describe	the	use	of	satellite	
instruments	to	monitor	air	quality,	the	implementation	
of	an	operational	air	quality	model	for	China,	and	the	
use	of	both	satellite	observations	and	model	simulations	
to	estimate	the	effect	of	the	air	quality	measures	during	
the	2008	Beijing	Olympic	Games.

The EU AMFIC project, aims at monitoring and forecasting 
the air quality in China by using satellite observations and 
model simulations, together with ground observations 
from collaborating Chinese institutes

Observing air quality from space
Ground	measurements	of	air	quality	in	China	are	often	
sparse	and	inaccessible,	which	make	satellite	observati-
ons	the	obvious	tool	to	monitor	country-wide	pollution	
levels	on	a	daily	basis	and	to	observe	concentration	
trends	on	longer	time	scales.	The	Ozone	Monitoring	
Instrument	(OMI)	is	a	nadir	looking	solar	backscatter	
spectrometer,	which	measures	in	the	ultraviolet	and	
visible	wavelength	range	to	infer	trace	gases,	such	as	
ozone	and	nitrogen	dioxide	(NO2).	Since	it	was	launched	
in	2004	onboard	NASA’s	EOS-Aura	satellite	it	observes	the	
Earth’s	atmosphere	at	a	spatial	resolution	of	about	20	
km.	In	October	2006	a	comparable	instrument,	GOME-2,	
was	launched	onboard	the	MetOp-A	satellite.	GOME-2	
measures	at	a	wider	spectral	range,	but	at	a	lower	spatial	
resolution	of	about	40	km.	Both	instruments	have	near-
daily	global	coverage.

Trace	gas	columns	are	retrieved	from	the	depth	of	typical	
absorption	structures	in	the	atmospheric	reflectance	
spectrum.	Radiative	transfer	calculations	are	used	to	
relate	the	measured	absorption	to	a	vertical	column	
concentration,	taking	into	account	the	viewing	angle	
and	atmospheric	conditions,	such	as	clouds,	surface	
reflectance	and	the	vertical	profile	of	the	trace	gas.	For	
nitrogen	dioxide,	the	main	interest	for	air	quality	
monitoring	is	its	amount	in	the	troposphere.	To	separate	
the	tropospheric	column	from	the	total	column	a	data	
assimilation	scheme	is	applied	that	provides	the	
stratospheric	column.	Subtraction	from	the	total	
column	provides	the	tropospheric	column.

The	satellite	instruments	have	a	fixed	overpass	time:	
GOME-2	measures	in	the	morning	(9:30	local	time)	and	
OMI	measures	in	the	afternoon	(at	13:30).	This	allows	us	
to	probe	the	diurnal	cycle	of	nitrogen	dioxide	(Figure	1).	
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Besides	the	diurnal	cycle	also	weekly	and	seasonal	cycles	
are	monitored.	This	variability	in	the	amount	of	nitrogen	
dioxide	is	due	to	chemical	conversions	depending	on	
sunlight	(photo-dissociation)	and	to	time-dependent	
emissions	of	nitrogen	dioxide	and	related	species.

Nitrogen	dioxide	has	significant	natural	sources	(e.g.	soil	
emissions,	wildfires	and	lightning),	but	in	populated	
areas	NO2	sources	are	predominantly	anthropogenic	(e.g.	
fuel	combustion	and	human-induced	biomass	burning).	
By	monitoring	the	concentration	of	nitrogen	dioxide	
over	several	years,	information	on	the	trend	of	the	
emission	sources	can	be	determined.	For	the	period	
1996-2006,	a	time	series	has	been	constructed	by	
combining	the	observations	of	GOME	(launched	in	1995)	

Figure 1. Observations of the average tropospheric NO2 over East China in May-June 2009 by OMI (left) and GOME-2 (right). Hotspots of human activity 

are clearly visible. Note the higher spatial resolution of the OMI instrument. Due to the diurnal cycle of NO2, GOME-2 (local overpass time 9:30) observes a 

stronger signal than OMI (overpass time 13:30).

with	SCIAMACHY	(launched	in	2002;	almost	same	
overpass	time)	of	the	daily	global	nitrogen	dioxide	
concentrations2).	The	monthly	NO2	columns	for	
these	ten	years	have	been	fitted	with	a	linear	function	
superposed	on	an	annual	seasonal	cycle	on	a	grid	with	a	
spatial	resolution	of	1x1	degree.	Western-Europe	and	the	
East	coast	of	the	US	show	slightly	negative	trends	due	to	
emission	regulations	(Figure	2),	but	positive	trends	are	
found	for	Asian	cities	with	a	strong	economical	growth	
like	Teheran	(Iran),	Novosibirsk	(Russia)	and	especially	
for	the	booming	cities	in	the	East	of	China.

Modelling air quality in China
For	a	better	interpretation	of	satellite	measured	air	
pollution	and	for	the	conversion	of	measured	column	
data	to	emission	rates,	an	appropriate	model	is	required	
which	is	able	to	simulate	pollutant	concentrations.	
CHIMERE	is	a	regional	chemistry	transport	model	which	
is	successfully	used	in	Europe	for	air	quality	forecasts	
on	urban	to	continental	scales.	For	the	AMFIC	project	
(Air	quality	Monitoring	and	Forecasting	in	China)	we	
implemented	CHIMERE	on	a	0.25x0.25	degree	resolution	
over	East	China,	enclosing	all	important	populated	and	
industrialized	areas.	The	model	simulates	the	evolution	
of	44	gaseous	species	and	aerosols	in	8	atmospheric	lay-
ers	in	the	troposphere	up	to	500	hPa.	The	meteorological	
data	needed	for	calculating	the	transport,	deposition	and	
the	chemistry	of	the	species	is	taken	from	the	European	
Centre	for	Medium-Range	Weather	Forecasts	(ECMWF).

Figure 2. Trends of tropospheric NO2 columns for different urban areas, 

taken from 10 years of SCIAMACHY data. 1997 is taken as the reference 

year.
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The	sparse	available	ground	measurements	from	
China	makes	model	validation	complicated,	but	not	
impossible3).	Figure	3	shows	comparisons	of	CHIMERE	
simulations	with	daily	averaged	measured	surface	
concentrations	of	NO2	published	by	the	Beijing
Environmental	Protection	Bureau	(BJEPB),	and	PM10	
(particulate	matter	of	10	microns	or	less	in	diameter)	

surface	concentrations	measured	by	the	British	Broad-
casting	Company	(BBC)	at	13:00	local	time.	Both	
comparisons	illustrate	the	capability	of	CHIMERE	of	
capturing	the	day-to-day	variability	of	pollutant	
concentrations.

By	using	meteorological	forecast	data,	the	model	is	
able	to	generate	daily	air	quality	forecasts	up	to	five	
days	ahead.	The	result	for	East	China	and	for	the	greater	
urban	areas	of	Beijing,	Shanghai,	Hong	Kong,	Shenyang,	
Qingdao	and	Seoul	are	published	on	an	English-Chinese	
bilingual	website	(see	Figure	4).	The	daily	model	output	
is	also	used	as	boundary	condition	for	a	higher	
resolution	model	of	Beijing	and	Shenyang	by	the	Flemish	
Institute	for	Technical	Research	(VITO)	and	the	street	level	
model	of	Beijing	by	Cambridge	Environmental	Research	
Consultants	(CERC).	On	request	of	the	Dutch	National	
Olympic	Committee,	during	the	2008	Beijing	Olympic	
Games	a	dedicated	website	was	made	available	by	KNMI	
to	inform	the	athletes	on	the	forecasted	air	quality	and	
meteorology	at	all	Olympic	venues.

										
Nitrogen dioxide reduction during the 2008 
Beijing Olympic Games
Heavy	air	pollution	in	Beijing,	mainly	originating	from	
dense	traffic,	construction	activities,	industry,	and	
coal-fired	power	plants,	is	a	major	concern	for	local	
authorities.	To	prevent	high	levels	of	air	pollution	during	
the	Beijing	Olympic	Games	(8-24	August	2008)	and	the	

Figure 3. (Above) Comparison of the daily-averaged surface 

concentrations of NO2 from CHIMERE over Beijing with the measured 

concentrations published by BJEPB for the period 4 May to 30 June 2008. 

(Below) Comparison of the surface concentrations of PM10 from CHIMERE 

at 13:00 local time with measurements done by the BBC before and 

during the Olympic Games. Measurements were done with a handheld 

DustTrak instrument at midday in the city centre.

Figure 4. Presentation of operational air quality forecasts on the internet. Left the 

AMFIC air quality bulletin (http://www.amfic.eu/bulletin), showing maps of forecasted 

concentrations of ozone, PM10, and NO2 for urban areas in China. Right the website 

showing time series of ozone and particulate matter for the Olympic venues as it was 

active during the Olympic Games of 2008. 
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Paralympics	(6-17	September	2008),	important	
measures	inside	and	outside	the	city	have	been	taken,	
including	the	temporarily	shut	down	of	polluting	
industry,	the	suspension	of	construction	activities,	and	
traffic	restrictions.	Traffic	within	the	ring	roads	was	
restricted	to	cars	with	even	number	plates	on	even	days	
and	with	odd	numbers	on	odd	days,	300.000	high-
emission	vehicles	were	banned	from	the	city’s	roads,	and	
the	use	of	governmental	and	commercial	vehicles	was	
restricted	(see	Figure	5).

To	study	the	effect	of	the	air	quality	measures	on	
tropospheric	nitrogen	dioxide	concentrations,	we	
compare	the	NO2	observations	over	the	Beijing	area	by	
OMI	and	GOME-2	before	and	during	the	Olympic	Games.	
We	take	advantage	of	the	high	spatial	resolution	
and	daily	global	coverage	of	OMI,	and	the	stronger	
anthropogenic	nitrogen	dioxide	signal	(due	to	its	
earlier	overpass	in	the	day)	of	GOME-24).	As	can	be	seen	
in	Figure	6,	the	nitrogen	dioxide	concentration	over	
Beijing	during	the	Olympic	Games	is	significantly	less	
than	before.	This,	however,	can	partly	be	explained	by	
favourable	meteorological	conditions	during	this	period:	
predominant	northerly	winds	bring	in	clean	air	masses	
from	the	sparsely	populated	mountain	areas,	and	more	
precipitation	on	more	rainy	days	washes	out	the	air	
pollution	over	the	city.	By	comparing	the	satellite	
observations	with	CHIMERE	simulations	based	on	
pre-Olympic	nitrogen	dioxide	emission	estimates,	we	

compensate	for	these	atypical	meteorological	conditi-
ons5).	Differences	between	observation	and	simulation	
can	only	be	explained	by	changes	in	anthropogenic	
emissions.

The	model	results	are	interpolated	to	the	time	and	the	
footprint	of	the	satellite	observation.	For	the	pre-Olym-
pic	reference	period	(2	May	to	30	June	2008)	we	see	good	
agreement	between	simulations	and	observations	for	the	
Beijing	area.	When	the	air	quality	measures	are	enforced,	
the	observations	drop	with	respect	to	the	simulations,	
which	are	based	on	an	unchanged	emission	scenario.	
During	the	Beijing	Olympic	Games,	the	GOME-2	and	OMI	
columns	show	a	reduction	of	59%–69%	with	respect	
to	pre-Olympic	values.	Figure	6	shows	the	geographic	
extent	of	the	concentration	reductions	as	observed	by	
GOME-2.	In	the	pre-Olympic	period	both	satellite	and	
model	show	high	concentrations	in	the	populated	and	
industrialized	areas.	During	the	Olympic	period,	the	
satellite	observes	decreased	nitrogen	dioxide	concen-
trations	for	Beijing,	whereas	the	other	cities	continue	
to	show	high	concentrations.	Highest	concentration	
reductions	are	found	in	and	around	Beijing	and	the	
industrial	areas	in	the	south	and	south-east	(60%–70%).	
The	surrounding	cities	of	Tianjin	and	Shijiazhuang	show	
smaller	reductions	of	about	30%	and	20%,	respectively.	
In	the	two	months	after	the	Olympic	Games	the	nitrogen	
dioxide	concentrations	are	still	reduced	with	40%,	
mainly	due	to	the	prolonged	air	quality	measures	and	the	
reduced	economic	activity.	One	year	afterwards,	however,	
nitrogen	dioxide	levels	have	returned	to	their	high	pre-
Olympic	values.

Conclusion
Satellite	observation	of	tropospheric	columns	of	
nitrogen	dioxide	are	extremely	useful	to	analyze	air	
pollution	levels	world-wide.	The	long-term	data	record	

Figure 5. Morning traffic flow on the East 4th Ring Road in Beijing during the restrictions on Friday 19 September (left), and after the restrictions on 

Monday 22 September (right) (source: China Daily).

During the Beijing Olympic Games, the GOME-2 
and OMI columns show a reduction of 59%–69% with 
respect to pre-Olympic values



94 | Triennial Scientific Report

Figure 6. Observations of the tropospheric NO2 columns by GOME-2 over the Beijing area during the Olympic period (middle panel) and the correspon-

ding period one year before (left panel). The right panel shows the associated concentration reduction, when compared with the model results: the air 

quality measures were especially effective in the area around Beijing; the cities of Tianjin and Shijiazhuang showed smaller reductions in air pollution.

from	1995	onwards	shows	strongly	increasing	pollution	
levels	in	China	and	slowly	decreasing	levels	in	Wes-
tern	Europe	and	Eastern	USA.	Observed	trends	can	be	
attributed	to	economic	growth	and	emission	reduction	
measures.

On	a	shorter	time	scale,	the	effect	of	emission	reductions	
during	the	Beijing	Olympic	Games	of	2008	has	been	stu-
died.	By	comparing	satellite	observations	with	air	quality	
model	results,	we	find	a	reduction	of	approximately	65%	
above	Beijing	during	the	Olympic	period,	showing	the	
(temporary)	success	of	the	Chinese	air	pollution	control	
efforts.

Future	research	will	concentrate	on	improved	methods	
to	couple	tropospheric	pollutant	concentrations	
observed	by	satellites	to	their	underlying	emission	
sources6).	The	trend	and	variability	of	emissions	inferred	
from	long-term	satellite	observations	will	give	a	better	
understanding	of	the	effectiveness	of	air	quality	policies.
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Schiphol
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Introduction
Lightning	strikes	(Figure	1)	cost	airlines	significant	
amounts	of	money	each	year	through	repair	expenses,	
flight	delays,	and	other	additional	costs	due	to	the	
removal	of	aircraft	from	service1).

In	this	highlight	a	study1)	on	lightning	encounters	
around	Amsterdam	Airport	Schiphol	is	summarized.	At	
Northwest	Airlines	(NWA)	a	study2)	was	done	in	2006	with	
historic	data	from	NWA	aircraft	lightning	encounters	
in	the	USA	from	1997	through	early	2006.	The	focus	of	
the	study	was	to	look	at	cold	season	aircraft	lightning	
encounters	in	relation	to	the	characteristics	of	the	
surrounding	atmosphere.	One	result	was	the	discovery	
that	40%	of	all	lightning	encounters	occurred	during	
the	months	of	October	through	April,	which	is	not	the	
period	of	the	most	frequent	thunderstorm	activity,	which	
is	the	‘warm	season’.

Next,	the	weather	conditions	surrounding	aircraft	
lightning	encounters	around	Amsterdam	Airport	
Schiphol	were	examined	for	the	‘cold	season’	months.	

Located	at	about	12	km	to	the	east	of	the	North	Sea,	the	
climatology	of	Schiphol	shows	on	average	13	days	with	
thunderstorms	in	the	cold	season.	Compared	to	other	
commercial	airports	like	Frankfurt	(5	days),	Brussels	and	
Hamburg	(8),	Rotterdam	(9)	and	Paris	(4)	this	is	remar-
kably	high.	KNMI	has	observed	that	lightning	origina-
ting	from	10.000	to	15.000	ft	cloud-tops	(3-5	km)	is	not	
uncommon	and	aviation	meteorologists	have	speculated	
that	the	aircraft	in	the	vicinity	frequently	trigger	the	
lightning	strikes2).	For	a	better	understanding	an	additio-
nal	study	was	performed,	based	on	the	NWA	study2)	in	the	
cold	season	(October	2003	-	April	2007).

In	this	highlight	a	summary	of	this	lightning	study	
for	Amsterdam	Airport	is	presented	first,	followed	by	
an	introduction	of	the	so-called	awareness	report	for	
Aircraft	Induced	Lightning	(AIL),	a	new	tool	to	make	users	
aware	of	the	occurrence	of	this	specific	weather	situation	
in	the	Amsterdam	Flight	Information	Region	(FIR),	and	
by	some	conclusions.

The lightning study
For	the	study	we	used	archived	radiosonde	data	(twice	
a	day,	station	De	Bilt),	METAR	data	(Amsterdam	Airport	
Schiphol),	radar	and	lightning	data	(from	the	KNMI	SAFIR/
FLITS	network)	and	Pilot	Reports.	From	the	De	Bilt	soun-
dings	several	instability	indices	were	derived,	as	well	as	
the	700	hPa	(Flight	Level	100)	wind	direction	and	speed	
and	temperature.	With	the	help	of	the	radar	data	several	
cloud	and	precipitation	characteristics	that	are	used	in	
aviation	were	derived	and	from	the	SAFIR/FLITS	lightning	
data	the	frequency	of	strikes	and	correlation	with	
detected	precipitation	echoes	were	derived.
As	in	the	NWA-study2),	a	strong	correlation	between	
stability	indices	from	the	nearest	sounding	observation	Figure 1. Lightning strike. (source: Flight Safety Australia, July-August 2005)
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and	the	lightning	encounters	was	noted.	If	only	data	is	
considered	for	which	radar	echoes	were	observed,	thres-
hold	values	for	potential	convective	activity	were	reached	
for	all	stability	indices	in	over	80%	of	the	cases.

In	all	cases,	the	temperatures	observed	at	the	Lifting	
Condensation	Level	(LCL)	were	above	the	–10	°C	thres-
hold	criterion	required	for	cloud-to-ground	strike,	but	
Equilibrium	Level	(EL)	temperatures	were	generally	not	
cold	enough	(below	-20	°C)	to	reach	the	criteria	of	the	
Storm	Prediction	Center	(SPC)	of	the	US	National	Weather	
Service	(NWS)	for	the	prediction	of	cloud-to-ground	
lightning3).	However,	the	soundings	in	nearly	every	case	
where	EL	and	LCL	criteria	were	met,	showed	a	range	of	
temperatures	in	the	clouds	between	–10	°C	and	–20	°C	
where	ice	and	supercooled	liquid	water	droplets	can	
co-exist,	stimulating	the	separation	of	electrical	charges	
during	the	convective	process.	It	was	observed	that	
lightning	strikes	invariably	were	recorded	from	convec-
tive	cells	with	a	minimum	intensity	of	31dBz	(in	a	range	
to	over	47	dBz)	on	the	KNMI-radar.	In	some	cases	we	were	
able	to	relate	a	single	recorded	lightning	strike	with	the	
reported	aircraft	lightning	incident.

The	convective	region	showed	little	change	in	time	in	
intensity	and	coverage	while	passing	the	investigated	
area.	Only	5%	of	the	cases	showed	a	decrease	and	25%	
of	the	cases	showed	an	increase	in	intensity	and	cover-
age.	About	44%	of	the	cases	contained	tops	of	convective	
clouds	at	only	15,000	ft	or	less.	68%	of	the	lightning	
encounters	occurred	with	a	700	hPa	flow	out	of	the	NW	
(270	through	360	degrees)	quadrant.	26%	occurred	with	
a	wind	from	the	SW	quadrant,	mainly	between	250-270	
degrees.	Most	of	the	cases	with	winds	more	southwesterly	
than	250	degrees	had	thunderstorms	with	warmseason	
characteristics.	Significant	cold	season	convection	was	
often	triggered	over	the	North	Sea,	combining	cells	to	
form	larger	cells	over	land.	However,	some	events	seemed	
to	be	independent	of	this	typical	North	Sea	process.

Pattern Classification for northwest airflows
A	northwesterly	wind	brings	unstable	and	cool	or	even	
cold	air	from	higher	latitudes	over	the	relative	warm	
North	Sea	to	the	Netherlands.	Figure	2	is	an	example	of	
this	typical	airflow	at	500	hPa.

The	frequency	of	occurrence	of	this	airflow	was	compu-
ted	for	the	research	period	2003	–	2006,	cold	season	only.	
November	to	February	showed	the	highest	occurrence	
(29%	to	35%),	the	lowest	was	in	March,	April	and	Octo-
ber	(20%	or	lower).	Figure	3	is	a	satellite	image	of	the	
organized	clouds	over	the	North	Sea,	lined	up	in	cloud	
streets	or	open	cell	structures	depending	on	wind	and	
instability,	similar	to	the	Lake	effect	over	the	Great	Lakes	
in	the	USA.

Aircraft Induced Lightning (AIL) in the 
operational Meteorological Service
To	test	whether	a	forecasting	tool	is	a)	practical	to	produ-
ce,	and	b)	could	be	beneficial	for	avoidance	procedures,	a	
prototype	forecast	for	AIL	in	the	form	of	an	experimental	
awareness	report,	created	by	KNMI	and	issued	to	aviation	
users,	was	developed	and	tested.	Given	the	unexpectedly	
high	frequency	of	lightning	in	autumn	and	winter	it	is	
important	to	make	dispatchers	and	crews	aware	of	the	
presence	of	this	specific	weather	scenario.	Unexpected,	
sudden	lightning	strikes	in	small	showers,	sometimes	

In some cases we were able to relate a single 
recorded lightning strike with the reported aircraft 
lightning incident

Figure 2. Northwest flow at 500 hPa over the North Sea. Green is forecast  

precipitation.

Figure 3. NOAA AVHRR image: showers over the North Sea 

(13-11-2004).
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triggered	by	aircraft	may	lead	to	unforeseen,	additional	
costs.	As	induced	lightning	often	occurs	at	low	altitude	
on	approach	and	descent,	the	Schiphol	Terminal	Control	
Area	(TMA)	(Figure	4)	was	chosen	as	the	best	area	for	this	
test.	An	awareness	report	on	the	specific	phenomena	
for	this	area	only	will	trigger	alertness	and	may	lead	to	a	
correct	decision	for	a	possible	avoidance	procedure	and	
so	to	saving	costs.

In	the	test	period	(7.1	-	16.4	2008)	reports	covering	all	
busy	hours	at	the	airport	were	issued	daily	by	the	aviation	
meteorologist	in	the	Central	Forecasting	Office	of	KNMI.	
Figure	5	shows	an	example	of	an	AIL	Awareness	Report.	
By	using	specific	colours	the	meteorologist	can	highlight	
specific	periods	of	the	day	that	have	an	increased	light-
ning	probability.

An	evaluation	of	the	AIL	forecast,	using	pattern	recogni-
tion	and	SAFIR/FLITS	data	in	the	Schiphol	TMA,	gave	the	
following	results.	Out	of	82	days,	48	(58%)	days	showed	a	
reported	wind	at	700	hPa	in	the	sector	250-020	degrees.	
25	days	(of	82)	were	classified	as	days	with	reported	
lightning,	either	by	pilots	or	by	the	SAFIR/FLITS	system,	
19	of	these	with	a	northwesterly	wind.	Obviously	not	all	
days	with	northwesterly	winds	contribute	to	unstable	
weather.	The	combination	of	criteria	on	wind	direction,	
low	freezing	level	(<3000	ft)	and	cold	upper	air	(T≤	-10	°C	

at	700	hPa)	showed	a	good	result:	72%	of	the	reported	
lightning	strikes	were	predicted	by	this	method.	By	using	
instability	indices	only	the	result	was	76%.	With	a	com-
puted	Probability	of	Detection	of	86%	and	a	False	Alarm	
Ratio	of	24%	the	value	of	the	awareness	report	is	in	par	
with	other	aviation	meteorology	products	(Figure	6).

WinterKOUW
Complementary	to	KOUW4),	which	is	an	operational	
probabilistic	forecast	system	of	(severe)	thunderstorms	
in	the	warm	season	for	the	purpose	of	issuing	a	weather	
alarm,	WinterKOUW	was	developed	for	the	cold	season5).	
KOUW	is	a	Model	Output	Statistics	(MOS)	system	based	on	
a	statistical	relation	between	the	occurrence	of	lightning	
discharges	and	a	set	of	potential	predictors	calculated	
from	the	Numerical	Weather	Prediction	models	HIRLAM	
and	ECMWF	and	an	ensemble	of	advected	lightning	
and	radar	data6).	In	KOUW	the	(conditional)	probability	
of	(severe)	thunderstorms	is	calculated	for	12	districts	
shown	in	Figure	7.	As	lightning	is	less	frequent	in	winter,	
WinterKOUW	presents	the	probability	of	≥1	lightning	
discharge	in	only	4	districts	around	Amsterdam	Airport	
(almost	in	the	centre,	Figure	7).	Out	of	a	large	pool	
of	potential	predictors	such	as	traditional	instability	

Figure 4. Part of Schiphol Terminal Control Area and 3 navigation 

beacons.

Figure 5. Example AIL Awareness Report.

Figure 6. Verification AIL-report.

Given the unexpectedly high frequency of lightning 
in autumn and winter it is important to make 
dispatchers and crews aware of the presence of 
this specific weather scenario
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indices,	the	most	useful	predictors	appeared	to	be	the	
HIRLAM	Boyden	index,	the	ECMWF	convective	precipi-
tation,	two	radar	advection	predictors	and	the	HIRLAM	
Convective	Available	Potential	Energy	(CAPE).

Figure	7	is	an	example	of	a	WinterKOUW	probability	
forecast.	The	forecast	probabilities	for	this	example	are	
(much)	higher	than	the	climatological	probabilities	of	
<=7%	(period	2004	–	2007)	for	the	4	districts.	Several	
lightning	reports	were	received	through	Air	Traffic	Con-
trol	and	detected	by	SAFIR/FLITS.	Green	area	corresponds	
to	31%	and	1	observation;	yellow	58%,	3	observations;	
and	blue	15%	and	9%,	no	observations.	The	WinterKOUW	
forecast	system	turned	out	to	have	a	good	skill	compared	
to	the	climatology.

Lightning reports
From	the	NWA-study2)	it	is	known	that	the	number	of	
lightning	reports	in	the	USA	from	aircraft	in	flight	in	
the	cold	season	exceeds	the	number	of	reports	in	the	
warm	season.	For	a	comparison	with	the	Dutch	Airspace,	
reports	of	aircraft	lightning	encounters	were	obtained	
from	Air	Traffic	Control	for	the	period	May	2005	–	April	
2008.	Knowing	that	not	all	encounters	are	reported,	the	
numbers	must	be	treated	as	a	test	at	random.	In	total	33	
lightning	reports	were	received.	Only	10	were	reported	
in	the	warm	season,	of	which	8	at	unknown	altitude,	1	in	
take	off	and	1	in	descent.	For	the	cold	season	23	reports	
were	received,	12	at	unknown	altitude,	6	in	take	off	and	5	

in	descent.	Comparing	these	numbers	it	may	be	conclu-
ded	that	winter	thunderstorms	are	en	route	more	difficult	
to	detect	or	recognize	in	relation	to	summer	storms.

In practice
A	weather	radar	image	with	small,	convective,	pink	and	
red	coloured	cells	in	a	weather	situation	for	which	an	AIL	
report	was	issued,	is	displayed	in	Figure	8.	In	fact	three	
lightning	strike	reports	from	heavy	aircraft	were	received.	
SAFIR/FLITS	detected	no	lightning	in	the	hours	before.

Conclusion
A	study	was	done	on	the	weather	conditions	around	
aircraft	during	lightning	encounters	in	the	area	around	
Amsterdam	Airport	Schiphol.	A	cold	west-to-north	flow	
over	the	relatively	warm	North	Sea	bringing	low-level	
instability	and	development	of	small	convective	cells,	
sometimes	embedded	in	larger	cloud	structures,	has	a	
potential	for	aircraft	induced	lightning	events.	Relati-
ons	were	found	between	lightning	events	and	traditi-
onal	instability	indices.	A	tool	for	operational	aviation	
weather	forecasting	was	developed,	the	promising	
WinterKOUW	probability	forecast.

The	Aircraft	Induced	Lightning	awareness	reporting	
procedure	became	available	in	October	2008	for	users	in	
the	Dutch	Airspace.	The	main	purpose	is	to	make	the	avi-
ation	users	aware	of	the	presence	of	this	specific	weather	
type,	not	to	forecast	lightning	in	individual	cells.

Most	of	the	lightning	encounters	(74%)	occurred	in	situa-
tions	with	isolated	lightning	producing	cells	with	at	least	
moderate	echo	intensity	on	the	radar.	These	cells	can	
be	detected	on	most	airborne	weather	radars,	helping	
a	crew	to	carry	out	avoidance	techniques,	if	advised	and	
possible.

Figure 8. Radar image with small active showers.

Figure 7. WinterKOUW probability forecast (%) of ›= 1 lightning discharge 

for March 24 2008 03-09 UTC; Colour scale indicates 0 to 100 %.
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Improved and tailored low 
visibility forecasts for 
Amsterdam Airport Schiphol
Janet Wijngaard, Nico Maat, Daan Vogelezang and Hans van Bruggen

Introduction
Accurate,	reliable	and	unambiguous	information	con-
cerning	the	actual	and	expected	visibility	conditions	at	
Amsterdam	Airport	Schiphol	is	important	for	the	availa-
ble	operational	flow	capacity.	Inaccurate	and	unreliable	
visibility	forecasts	have	a	negative	impact	on	safety	and	
operational	expenses.	Under	low	visibility	conditions	
the	so-called	‘Low	Visibility	Procedure’	(LVP)	comes	in	
charge.	Table	1	shows	the	different	visibility	categories,	
including	ceiling,	with	their	related	capacity	and	flow	
restrictions	at	Schiphol.	A	new	forecast	system	should	
enhance	the	quality	of	the	decision	making	process	
under	low	visibility	conditions	at	the	airport.

An	update	of	the	visibility	forecast	system	is	achieved	in	
close	collaboration	with	the	main	users	of	the	airport,	
i.e.	Air	Traffic	Control,	the	airport	authorities	and	KLM	
airlines.	Next	to	the	improved	forecast	system,	a	metho-
dology	is	provided	to	support	the	user’s	challenge	of	
making	an	economically	well-founded	decision	based	on	
a	probability	forecast.

Tailoring the visibility forecast
The	existing	automated	system	that	is	used	to	create	
visibility	forecasts	comprises	HIRLAM	(High	Resolution	

Limited	Area	Model)	output	in	combination	with	a	
statistical	post-processing	module,	the	TAFG	(Terminal	
Aerodrome	Forecast	Guidance)1).	Output	of	both	is	
supplied	to	the	forecaster	who	issues	the	operational	
probability	forecast,	the	Schiphol	Probability	Forecast	
(in	Dutch:	Schipholkansverwachting;	SKV).	Figure	1	gives	
a	schematic	overview	of	the	forecast	cascade	that	leads	
to	the	SKV.	To	tailor	the	visibility	forecasts	for	the	specific	
needs	of	the	Amsterdam	Airport	Schiphol	community,	
we	have	extended	the	statistical	post-processing	module	
TAFG.

Special Visibility Definitions
The	statistical	post	processing	module	TAFG	has	been	
extended	with	special	predictands	for	several	
combinations	of	visibility	and	ceiling,	fully	in	line	with	
the	thresholds	for	LVP	phases	used	by	Air	Traffic	Control.	
These	thresholds	include	special	visibility	definitions,	
such	as	Runway	Visual	Range	(RVR).	RVR	values	are	
usually	derived	from	the	regularly	observed	visibility,	the	

Accurate, reliable and unambiguous information 
concerning the actual and expected visibility conditions 
at Amsterdam Airport Schiphol is important for the 
available operational flow capacity

Table 1. Relation between categories of visibility/ceiling and capacity/flow 

restrictions at Amsterdam Airport Schiphol (May 2007). 1) VIS: Visibility, 

2) RVR: Runway Visual Range, 3) LVP: Low Visibility Procedure. Cloud base 

(Ceiling) gives the base height of the lowest clouds having at least a cloud 

cover of 5/8.

Visibility
class

Good

Marginal

VIS ≤5000

1500 ≤VIS ≤5000

550 ≤RVR ≤1500

350 ≤RVR ≤500

200 ≤RVR ≤300

RVR ≤200

CLB  ≤1000

300 ≤CLB ≤1000

200 ≤CLB ≤300

CLB ≤200

68 amhi or 74 depart.
max 104/108 movements
As above but with
independant parallel runways

56 amhi or 52 depart.
max 80 movements

In general
no

44 amhi or 52 depart.
max 74 movements
30 amhi or 17 depart.
max 47 movements
16 amhi or 20 depart.
max 36 movements

and

or

or

or

No

No

Yes

Yes

Yes

Capacity
(movements per hour)

Flow
restrictionsVisibility / RVR (m) Cloud base (�)

LVP2)
phase A
LVP
phase B
LVP
phase C
LVP
phase D
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Meteorological	Optical	Range	(MOR),	and	observations	
of	the	background	luminance.	In	order	to	be	able	to	
provide	forecasts	for	the	RVR,	forecasts	of	the	background	
luminance	and	a	probabilistic	MOR	forecast	have	to	be	
combined.	Obviously,	for	the	background	luminance	
astronomical	parameters	play	the	dominant	role	(sunrise	
and	sunset),	but	use	of	meteorological	parameters	like	
cloud	amount	and	cloud	base	height	can	improve	the	
statistical	skill	of	the	background	luminance	forecast.	To	
give	an	example	of	a	result	of	the	procedure,	a	predictand	
denoting	the	probability	of	MOR	visibility	being	less	than	
400	m	can	be	transformed	into	a	probability	of	RVR	being	
less	than	867	m.

For	determining	the	LVP	phase,	we	need	the	probabili-
ties	of	RVR	at	the	thresholds	of	200,	350,	550	and	1500	m	
(Table	1).	The	probabilities	of	the	LVP	phases	are	interpo-
lated	from	the	derived	RVR	probabilities.

Verification
In	this	paragraph	the	improved	SKV	forecasts	are	verified	
against	observations	to	examine	their	performance.	In	

Figure 1. Schematic overview of the forecast cascade leading to the 

probabilistic forecast (SKV) for Schiphol. HIRLAM is the numerical weather 

prediction model, which feeds the TAFG and the forecaster. Observations 

are necessary input for HIRLAM, the TAFG and the forecaster. Note that the 

TAF (Terminal Aerodrome Forecast) in the lower right of the overview is an 

existing internationally agreed standard forecast which is not discussed in 

this highlight.

addition,	verification	results	of	the	old	and	the	new	TAFG	
are	compared.

In	Figure	2	a	reliability	diagram	is	presented	for	LVP	
class	A	or	worse.	For	the	period	July	2004	to	April	2007	
comparison	is	shown	between	the	old	TAFG,	the	new	TAFG	
and	the	Schiphol	probability	forecast	SKV	as	issued	by	the	
forecaster	(and	based	on	the	old	TAFG).	This	dataset	was	
also	used	to	develop	the	new	TAFG.	This	means	that	the	
new	TAFG	verification	results	in	this	figure	are	dependent.
Ideally,	all	points	should	be	on	the	diagonal	in	a	relia-
bility	diagram2).	The	comparison	between	the	new	TAFG	
and	the	old	TAFG	gives	a	strong	indication	of	increased	
reliability.	The	old	TAFG	and	the	SKV	show	overfore-
casting,	i.e.	forecast	probabilities	are	higher	than	
observed	frequencies	(data	points	below	the	diagonal).	
The	forecaster	achieves	for	the	short	term	about	the	
same	reliability	as	the	old	TAFG,	but	has	added	value	by	
making	a	more	distinct	forecast	by	also	forecasting	high	
probabilities.	The	forecaster	reached	up	t0	100%	whereas	
both	the	old	and	new	TAFG	do	hardly	exceed	80%,	in	
other	words	the	forecaster	adds	resolution.	In	addition	
to	the	reliability,	the	skill	of	the	forecasts	is	determined.	
The	Brier	Skill	Score	(BSS)	expresses	the	quality	of	the	
forecast	by	comparing	to	a	defined	reference	forecast,	in	
this	case	the	climatological	probabilities.	A	BSS	of	100%	
indicates	a	perfect	forecast,	0%	indicates	the	same	skill	
as	climatology	and	a	negative	percentage	means	that	the	
climatological	forecast	is	better2).	All	forecasts	show	a	
positive	BSS	(Figure	2),	the	new	TAFG	provides	the	highest	
score	followed	by	the	forecaster.

Figure 2. Left panel: Reliability diagram for short term forecast (3, 6 and 

9 hours ahead) of LVP phase A or worse (see Table 1). In the reliability 

diagram the observed frequency is plotted against the forecast proba-

bility. Reliability is indicated by the proximity of the plotted curve to the 

diagonal. Verification is shown for the old TAFG, new TAFG and the SKV as 

issued by the forecaster (based on the old TAFG). The number of the various 

forecast values is depicted below the curves and also shown in the right 

panel on a logarithmic scale. Brier Skill Scores are also given for these three 

forecasts. Verification is performed against Schiphol (AUTO)SYNOP data 

for the period July 2004 until April2007. This dataset was also used to 

develop the new TAFG.
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From	June	2007	and	onwards	the	new	TAFG	could	be	
verified	on	an	independent	data	set.	The	verification	
results	in	Figure	3	show	the	results	for	that	period.	Both	
forecaster	(SKV)	and	TAFG	show	a	high	reliability.	Again	
the	forecaster	adds	resolution,	whereas	the	BSS	is	
somewhat	higher	for	the	TAFG.	These	verification	results	
demonstrate	the	usefulness	of	the	new	TAFG	and	the	
Schiphol	probability	forecast.

Optimizing the categorical decision
Once	the	probability	forecast	is	available,	it	is	the	user’s	
challenge	to	use	this	probabilistic	information	to	make	
an	economically	well-founded	categorical	decision.	
Ideally,	the	user	chooses	the	category	that	corresponds	
to	a	fixed	predetermined	(optimal)	percentile	of	the	
probability	distribution.	In	Fig	4	a	conceptual	metho-
dology	is	presented	which	shows	the	potential	benefit	
that	can	be	gained	by	combining:	a)	the	quality	of	the	
probabilistic	forecasts	and	b)	the	user’s	sensitivity	to	false	
alarms	and	misses	in	his	categorical	decision.	The	system	
performance	over	a	recent	period	is	given	in	the	form	of	
a	contingency	table	of	forecast	versus	observed	
categories.	In	a	so-called	expense	matrix	the	extra	‘costs’	
or	damage	due	to	wrong	forecasts	is	specified.	
Multiplying	the	performance	table	by	the	expense	matrix	
yields	the	user-specific	costs	due	to	wrong	forecasts	over	
the	period	involved.	The	‘optimal’	percentile	can	be	
derived	by	calculating	the	extra	costs	for	a	large	number	 of	choices	of	the	percentile	and	determine	for	which	

value	these	costs	are	lowest.	Although	based	on	past	
performance,	it	is	plausible	that	also	for	actual	forecasts	
this	optimal	percentile	will	be	economically	the	best	
choice.
In	Figure	5	an	example	of	the	above	is	presented;	it	
shows	the	expenses	as	a	function	of	the	decision-
percentile	for	a	number	of	fictitious	users	with	different	
ratio	of	sensitivity	for	false	alarms	and	misses.

Conclusion
The	new	statistical	post-processing	yields	a	tailored	and	
improved	low	visibility	forecast	for	Amsterdam	Airport	
Schiphol.	The	newly	developed	forecast	for	background	
luminance	in	combination	with	-	the	already	available	
-	MOR	forecast	made	the	production	of	a	RVR	forecast	
possible.	Verification	of	the	RVR	forecast	showed	a	relia-
ble	and	skilful	product.	Under	low	visibility	conditions	
this	runway	related	visibility	is	important	in	the	decision	
making	process.	This	improved	and	tailored	forecast	can	
directly	benefit	the	operations	at	the	airport.	By	taking	
into	account	the	user-specific	operation	and	optimizing	
the	decision	threshold,	the	benefit	can	be	even	higher.	In	
future,	accurate	forecasts	will	continue	to	be	important	
for	the	airport.	Future	research	is	planned	to	further	

Figure 3. Reliability diagram, similar as Figure 2, for the new TAFG and 

the SKV as issued by the forecaster (based on the TAFG). Data are from the 

period June 2007 until February 2009; from May 2008 the new TAFG 

became available to the forecaster.

Figure 4. The system performance multiplied with the user’s cost 

estimation delivers the total expense. The system performance is based on 

a threshold percentage of 25%; the category that corresponds to the 25th 

percentile of the probability distribution is taken. The headings CD, B, A 

and MG refer to the LVP classes as described in Table 1.

Figure 5. Expense as a function of threshold percentage for different 

false alarm miss ratios (indicated by Fa/Mi). Different ratios lead to 

different optimal threshold percentages (at minimum of the plotted 

curve). The forecasts are the +4 of the new TAFG system over the period 

2003-2007.
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improve	the	low	visibility	forecasting	and	the	under-
standing	of	the	physical	processes	underlying	fog.	The	
use	of	high-resolution	3D	models,	a	1	column	model	for	
the	very	local	physical	processes	and	the	introduction	
of	new	sensor	technology	for	optimizing	the	detection	
of	low	visibility,	are	possibilities	to	be	considered.	The	
practical	and	meteorological	feasibility	for	differentia-
ting	the	Schiphol	probability	forecast,	by	making	specific	
forecasts	for	various	parts	of	the	airport,	is	another	issue	
to	be	investigated.

Figure 6.

Impression of 

Schiphol Airport 

during a fog event. 

Photo: Peter de Vries
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Introduction
In	recent	years,	it	has	become	clear	that	the	dynamic	
response	of	the	Earth’s	global	climate	system	is	strongly	
affected	by	the	interactions	between	its	various	subsys-
tems1).	As	a	result,	attention	has	shifted	to	the	develop-
ment	of	Earth	System	Models	(ESMs)	that	go	beyond	the	
more	‘traditional’	state-of-the-art	coupled	atmosphere-
ocean	general	circulation	models	(AOGCMs).	These	ESMs	
will	include	additional	climate	components	such	as	
ocean	biochemistry,	dynamic	vegetation,	atmospheric	
chemistry,	carbon	cycle	components	and	dynamic	ice	
sheets.	In	the	coming	decade,	ESMs	will	thus	enable	us	
to	study	the	Earth’s	climate	system	and	its	response	to	
perturbations	in	the	broadest	sense,	with	the	interacti-
ons	between	the	various	subsystems	most	likely	resulting	
in	increased	accuracy	of	climate	predictions	as	well	as	in	
valuable	new	insights	in	climate	variability	and	interac-
tions.	In	addition,	there	is	rising	interest	in	predicting	
the	anthropogenic	climate	change	and	natural	climate	
variability	beyond	seasonal	to	interannual	time	scales.

A	few	years	ago,	it	was	henceforth	decided	by	the	Euro-
pean	Centre	for	Medium-range	Weather	Forecast	(ECMWF)	
member	states	that	it	would	be	imperative	to	initiate	the	
development	of	an	ESM,	and	the	ECMWF	weather	predic-
tion	model	was	chosen	as	a	starting	point.	Despite	their	
different	purposes,	climate	and	weather	forecasting	are	
obviously	based	on	the	same	physical	principles.	This	has	
been	recognized	with	the	introduction	of	the	concept	
‘seamless	prediction’2),	which	intends	to	address	the	pre-
dictability	of	the	Earth’s	climate	system	(in	its	broadest	
sense)	within	one	common	framework.

These	considerations	have	led	a	large	number	of	ECMWF	
member	states	to	commence	with	the	development	of	a	
common	ESM,	coined	EC-Earth	(Figure	1),	an	initiative	in	

which	the	Global	Climate	Division	of	KNMI	has	taken	the	
lead.	Among	the	various	member	states	that	participate	
in	this	initiative,	three	scientific	and	practical	common	
goals	have	been	identified3):

Investigate Earth system feedbacks
Currently	there	is	significant	spread	in	climate	sensitivity	
among	climate	models,	which	can	be	attributed	to	inac-
curate	knowledge	of	the	main	climate	feedbacks	such	as	
cloud	feedbacks,	the	lapse-rate	feedback	and	the	snow/
ice	albedo	feedback4).	To	improve	on	this,	such	processes	
should	be	studied	within	the	framework	of	a	detailed	ESM	
and	validated	with	independent	observations.	Addition-
ally,	adding	new	components	to	the	ESM	will	most	likely	
bring	to	light	previously	unknown	climate	feedbacks,	
which	will	affect	the	modelled	climate	sensitivity.

Study interannual to multi-decadal climate fluctuations and 
predictability
This	aspect	of	climate,	and	especially	its	interaction	with	
projected	greenhouse	warming,	is	currently	not	under-
stood	very	well.	Large	ensemble	integrations	with	ESMs	
are	required	to	usefully	address	the	possible	interactions	
between	the	dominant	variability	patterns	(e.g.	the	North	

Figure 1. The EC-Earth logo.
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Atlantic	Oscillation	(NAO),	El	Niño	–	Southern	Oscillation	
(ENSO),	the	Pacific	Decadal	Oscillation	(PDO),	Atlantic	
Ocean	meridional	overturning)	and	climate	change.	
These	experiments	are	initialized	using	estimates	from	
the	observed	state	of	the	climate,	and	ocean	in	particular,	
to	obtain	predictions.

Develop an advanced modelling tool for making climate 
scenarios
There	is	a	strong	need	for	ESMs	to	accurately	quantify	
climate	change	in	its	broadest	sense	and	to	make	projec-
tions	for	future	change.	This	will	aid	the	development	
of	mitigation	policies,	and	will	also	facilitate	adaptation	
strategies	that	will	mostly	be	based	on	regional	climate	
change.	The	latter	can	be	obtained	by	coupling	a	global	
ESM	such	as	EC-Earth	to	a	regional	model	such	as	RACMO	
(Regional	Atmospheric	Climate	Model),	developed	by	the	
Regional	Climate	Division	of	KNMI5).

Development and tuning
The	development	of	EC-Earth	within	the	EC-Earth	con-
sortium	started	with	ECMWF’s	Integrated	Forecast	System	
(IFS)	as	a	well-tested	atmospheric	module,	with	different	
components	being	added	over	time.	The	current	version	
of	EC-Earth	is	a	fully	coupled	AOGCM,	with	oceanic,	sea	
ice	and	land	surface	components	having	been	coupled	to	
the	IFS.	The	model	is	off-line	coupled	to	the	TM5	atmosp-
heric	chemistry	model.

The	different	demands	of	a	climate	model	as	opposed	to	

a	weather	prediction	model	forced	us	to	seek	impro-
vements	to	the	uncoupled	version	of	IFS	(called	CY31),	
which	was	initially	chosen	as	the	starting	point	of	
EC-Earth.	These	improvements	should	be	reflected	in	the	
mean	current	climate	as	well	as	in	its	variability6).	The	
tuning	group	of	the	EC-Earth	consortium	has	performed	
several	experiments	to	improve	the	skill	of	the	model.	
In	the	following	we	will	highlight	a	few	changes	that	
significantly	improved	the	simulated	climate.

The	first	improvement	relates	to	problems	in	the	simula-
ted	tropical	climate	in	CY31,	and	most	prominently	to	the	
underestimation	of	precipitation	over	the	Pacific	warm	
pool	region	(mainly	the	months	JJA)	and	over	Amazonia	
(mainly	the	months	DJF),	and	to	the	overestimation	of	
precipitation	in	the	ITCZ	(Inter	Tropical	Convergence	
Zone).	It	was	noted	that	IFS	cycle	CY33	did	not	exhibit	
these	problems	and	the	changes	could	eventually	be	
pinpointed	to	the	different	entrainment	formulation	
in	deep	convection.	Indeed,	adopting	the	CY33	deep-
convection	entrainment	in	CY31	greatly	reduced	these	
deficiencies	(Figures	2	and	3).	Obviously,	the	agreement	
still	is	far	from	perfect,	with	e.g.	somewhat	degraded	
Asian	monsoonal	precipitation	rates.	An	interesting	
‘side’	effect	is	that	the	changed	tropical	convection	and	
the	associated	heat	transports	also	significantly	impro-
ved	the	vertical	distribution	of	temperature	(Figure	3).	
The	latter	can	also	be	inferred	from	a	more	systematic	
approach	to	assess	the	effect	of	model	changes	involving	
a	performance	index	(PI).

We	have	adopted	the	performance	index	of	Reichler	and	
Kim	(RK)7),	which	has	been	used	to	compare	the	perfor-
mance	of	various	models	contributing	to	the	Coupled	
Model	Intercomparison	Project	CMIP3.	It	is	based	on	the	
squared	differences	of	a	number	of	simulated	parameters	
with	observations,	such	as	2	meter	temperature	(T2m),	
mean	sea	level	pressure	(MSLP),	precipitation	and	vertical	
distributions	of	various	quantities,	scaled	with	the	
interannual	variance	in	the	observed	quantity.	Figure	4	
graphically	depicts	the	RK	performance	of	some	selected	

A large number of ECMWF member states are involved 
in the development of a common Earth System Model, 
coined EC-Earth, an initiative in which the Global Climate 
Division of KNMI has taken the lead

Figure 2. Geographical distribution of June-July-August (JJA) precipitation (simulated minus observed) for a) CY31 convection, b) CY33 deep convection. 

The difference between a and b is indicative of the effect of including the CY33 deep convection scheme. Units are cm per 3 months.
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key	model	experiments.	The	top	three	entries	depict	the	
mean,	best	and	worst	CMIP3	AOGCMs,	which	are	included	
for	reference	(being	a	next-generation	model,	one	would	
expect	that	EC-Earth	would	generally	outperform	the	
CMIP3	models).	The	next	four	entries	show	the	results	for	
cumulative	changes	to	the	CY31	model	version,	for	which	
is	it	important	to	note	that	these	employ	prescribed	Sea	
Surface	Temperatures	(SST).	The	final	two	entries	relate	
to	the	latest	version	of	EC-Earth,	which	is	a	fully	
coupled	AOGCM.	The	different	colours	depict	four	
selected	parameters,	and	the	total	(in	black)	reflects	all	
variables	(ten	in	total)	combined.	All	values	are	scaled	
with	the	‘mean	CMIP3’	results	to	facilitate	comparison	
between	variables.

The	uncoupled	version	CY31	in	T95L40	resolution	already	
yields	results	that	are	far	better	than	the	mean	CMIP3,	
and	are	even	comparable	with	the	best	CMIP3	model.	
While	this	seems	reassuring,	it	should	be	noted	that	this	

is	for	a	large	part	due	to	the	fact	that	uncoupled	models	
always	outperform	coupled	models	for	obvious	reasons.	
A	notable	result	is	that	increasing	the	resolution	to	
T159L62	significantly	increases	the	performance	of	all	
variables.	This	is	an	expected	result,	but	it	is	instructive	
to	infer	which	variables	benefit	most	from	the	increase	in	
resolution	(MSLP	and	T2m);	generally	it	seems	that	
variables	associated	with	the	dynamics	depend	stronger	
on	model	resolution	than	those	connected	to	the	
physics.	Including	CY33	convection	yields,	as	explained	
above,	better	precipitation	rates	and	associated	vertical	
distributions	of	temperature,	in	particular	in	the	
equatorial	region.	As	shown	by	the	black	bar,	its	
inclusion	significantly	increases	the	total	performance.	
For	this	reason,	and	also	because	improved	precipitation	
rates	may	favourably	affect	the	climate	of	the	model	
after	coupling	to	an	ocean	component,	this	change	was	
incorporated	in	the	final	version.

The	model	version	denoted	by	‘V2_coupled_1’	is	
identical	to	the	V1_final	but	for	the	coupling	to	the	ocean	
(NEMO3)	and	sea	ice	(LIM2)	components,	and	therefore	
represents	the	first	coupled	version	of	EC-Earth	prior	
to	tuning	the	coupled	system.	Not	unexpectedly,	the	
performance	degrades	significantly	for	all	variables.	
Note,	however,	that	the	average	performance	of	the	first	
untuned	coupled	system	of	EC-Earth	is	only	slightly	worse	
than	that	of	the	mean	CMIP3	model.	Coupled	model	
‘V2_coupled_6’	represents	the	state	after	several	bug	
fixes	as	well	as	changes	to	the	snow	albedo	scheme	and	
to	the	ocean.	Clearly	an	improvement	in	most	variables	
and	in	the	total	performance	has	been	achieved.	The	
process	of	development	and	tuning	the	coupled	system	is	
still	ongoing,	so	further	improvements	can	be	expected.

An	example	of	the	state	of	the	latest	coupled	model	is	

Figure 3. As in Fig. 2 but for vertical distribution of zonal mean temperature; lines denote absolute temperature (K), colours denote differences with 

ERA40 (K).  

Figure 4. Scaled performance indices (based on squared differences of 

model and observations) for the various model versions (including mean, 

best and worst CMIP3 models), scaled with the results from the mean 

CMIP3 models.
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given	in	Figure	5.	Annual	T2m	has	a	positive	bias	over	
the	Northern	Hemisphere	(NH)	continents,	in	particular	
in	the	subarctic	regions	(excluding	regions	permanently	
covered	by	land	ice,	such	as	Greenland).	Analysis	shows	
that	this	feature	is	due	mainly	to	too	warm	winters,	a	fea-
ture	present	not	only	in	the	IFS	model	but	also	in	many	
other	climate	models4).	The	reason	for	this	bias	may	lie	
in	the	treatment	of	snow	physics	and/or	the	parameteri-
zation	of	vertical	transports	in	the	stable	boundary	layer.	
Attempts	to	address	this	issue	have	so	far	been	largely	
unsuccessful.	Another	important	bias	is	present	in	the	
sub	polar	sea	surface	temperatures	(SST),	in	particular	
in	the	Southern	Ocean.	Also	this	bias	is	a	fairly	common	
feature	among	coupled	climate	models;	attempts	to	
reduce	this	are	ongoing.

First scientific results
Even	though	the	model	has	only	recently	been	finalized,	
already	some	studies	have	been	carried	out	with	
preliminary	versions	of	EC-Earth.	As	an	example	of	the	
kind	of	issues	EC-Earth	will	be	able	to	address,	we	will	
here	briefly	discuss	the	results	of	a	recent	paper	by	
Haarsma	et	al.8).	This	paper	focuses	on	possible	causes	of	
anomalously	warm	Western	European	summers	under	
future	climate	change.	The	hypothesis	is	that	warming	
of	the	Mediterranean	region	in	concert	with	drier	soils	

induces	a	large-scale	heat	low	that	causes	easterly	winds	
over	Central	Europe.	This	has	been	tested	in	the	
uncoupled	(atmosphere	only,	prescribed	SST)	version	of	
EC-Earth	by	applying	an	artificial	net	downward	surface	
flux	of	energy	over	the	Mediterranean	that	mimics	
conditions	under	the	SRES	A1B	scenario	for	2100.	The	
results	(Figures	6	a,	b,	c	and	d)	show	a	strong	increase	
in	T2m,	which	is	attributed	to	the	depletion	of	soil	
moisture	and	a	consequent	decrease	in	latent	heat	flux.	
A	heat	low	indeed	develops,	causing	more	easterlies	in	
Western/Central	Europe,	as	well	as	increased	subsidence,	
less	clouds,	reduced	precipitation	and	increased	solar	
warming:	all	aspects	of	a	more	continental	summer	
climate	in	Western	Europe.	This	example	nicely	
illustrates	how	EC-Earth	can	be	used	in	a	case-study	
manner	to	investigate	specific	aspects	of	climate	in	
more	detail,	thereby	bringing	to	light	possible	causes	of	
(regional)	climate	change.

Conclusion
While	the	current	version	of	EC-Earth	is	essentially	a	
state-of-the-art	AOGCM,	a	number	of	additional	compo-
nents	are	currently	under	development	and	will	be	added	
to	EC-Earth	in	the	coming	years.	These	include	dynamic	
vegetation,	ocean	biochemistry,	carbon	cycle	compo-
nents	and	dynamic	ice	sheets.	We	work	actively	with	
academia	where	there	is	expertise	on	these	earth	system	
components.	As	such,	we	provide	the	EC-Earth	model	to	
various	research	groups,	in	order	to	facilitate	studying	
earth	system	feedbacks	in	an	integrated	earth	system	
model.	An	important	component	that	will	probably	
be	added	already	in	the	next	version	is	an	atmospheric	
chemistry	module,	which	consists	of	an	online	version	
of	the	atmospheric	chemistry	and	transport	model	TM59).	
Being	developed	at	KNMI’s	Chemistry	and	Climate	
division	in	collaboration	with	Wageningen	University	
and	Research	Centre	(WUR)	and	(inter)national	partners,	
this	module	calculates	the	concentrations	of	reactive	
gases	and	various	aerosol	types	for	the	meteorological	
conditions	simulated	by	the	atmospheric	module	of	
EC-Earth	(IFS).	The	concentrations	of	the	simulated	
greenhouse	gases	and	the	concentrations	and	relevant	
optical	properties	of	the	aerosols	will	be	fed	back	into	
the	atmospheric	module	to	calculate	the	associated	
direct	and	indirect	radiative	forcings.

The	current	version	of	EC-Earth	will	participate	in	the	
next	CMIP5	initiative,	and	the	model	will	also	contribute	
to	the	next	report	of	the	Intergovernmental	Panel	on	
Climate	Change	(~2013).	The	experiments	will	include	
traditional	projections	of	future	climate	change	in	
response	to	changes	in	greenhouse	gasses,	aerosols	and	
land	use,	and	novel	decadal	predictions.	Obviously,	this	

Figure 5. Geographical distribution of annual mean 2m temperature over 

land, and sea surface temperature over the oceans. Plots show simulated 

minus observed values (K) against the respective observations. White 

areas indicate that observations are absent. 

The current version of EC-Earth will participate in the next 
CMIP5 initiative, and the model will also contribute to the 
next Intergovernmental Panel on Climate Change report
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Figure 6. Simulated JJA fields of a) surface air temperature (K), b) mean sea level pressure (hPa), c) soil wetness (the average moisture content of the upper 

meter of the soil), and d) precipitation (mm day-1), for the experiment with an enhanced surface flux in the Mediterranean8). Plots depict the difference 

between the model runs with and without the artificial energy flux.

fits	with	the	goals	to	address	future	climate	change	and	
contribute	to	climate	scenarios	as	specified	above.	
Preparations	for	this	are	already	under	way,	as	quite	
a	number	of	(long)	model	runs	are	required	for	this	
purpose.	To	address	regional	(e.g.	Western	European)	
climate	change,	also	in	the	framework	of	the	climate	
scenarios,	the	output	of	EC-Earth	simulations	will	most	
likely	also	be	used	as	boundary	conditions	for	regional	
climate	models	such	as	RACMO.

To	conclude,	we	anticipate	that	EC-Earth	will	be	used	
extensively	in	the	near-future	for	all	kinds	of	climate	
(change)	applications,	and	will	as	such	provide	KNMI’s	
climate	activities	a	strong	strategic	position,	both	
nationally	and	internationally.

c d

a b
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High-end climate change 
scenarios for flood protection 
of the Netherlands
Caroline Katsman, Andreas Sterl, Jules Beersma and Wilco Hazeleger

Introduction
Sea	level	rise,	especially	combined	with	possible	changes	
in	storm	surges	and	increased	river	discharge	resulting	
from	climate	change,	poses	a	major	threat	for	a	low-lying	
delta	like	the	Netherlands.	Future	flood	protection	
strategies	need	to	take	these	possible	changes	into	
account.	Therefore,	high-impact,	low-probability	climate	
change	scenarios	for	the	Netherlands	were	developed1)	
at	the	request	of	the	second	Delta	Committee2).	In	this	
study,	local	sea	level	rise,	changes	in	storm	surge	height	
and	peak	discharges	of	the	river	Rhine	were	considered.	
Such	detailed	information	goes	beyond	the	KNMI’06	
climate	change	scenarios3)	that	span	the	range	of	most	
probable	outcomes.	The	newly-developed	high-end	
scenarios	are	discussed	one-by-one	below.	The	complex	
flood	risk	implied	by	the	combination	of	these	scenarios	
is	illustrated	by	considering	the	situation	near	Rotterdam	
in	the	final	section.

Sea level rise along the Dutch coast
The	high-end	scenario	for	local	sea	level	rise	is	
constructed	using	the	methodology	developed	for	
the	KNMI’06	scenarios4).	First,	separate	high-end	
contributions	for	the	processes	that	dominate	the	
global	mean	changes	were	estimated:	thermal	expansion	
of	the	ocean,	and	mass	changes	of	small	continental	
glaciers	and	ice	caps,	the	Antarctic	Ice	Sheet	(AIS)	and	
the	Greenland	Ice	Sheet	(GIS).	Next,	local	effects	are	
considered.
We	assume	that	all	contributions	except	that	of	AIS	
depend	(partly)	on	the	rise	in	global	mean	temperature,	
as	for	KNMI’064).	A	global	mean	rise	of	2	to	6	˚C	in	2100	
was	assumed,	akin	to	the	range	projected	for	the	most	
severe	emission	scenario	(A1FI)	of	the	Intergovernmental	
Panel	on	Climate	Change	(IPCC)	5).

The	contributions	from	global	mean	thermal	expansion	
and	from	small	glaciers	were	estimated	by	exploiting	
simple	scaling	laws	for	their	relationship	with	
atmospheric	temperature	rise	derived	from	climate	
model	results1,4),	as	well	as	conceptual	models	and	
observations5)	(Figure	1).

Ice sheets 
The	contributions	from	AIS	and	GIS	are	the	most	
uncertain	components1,6).	The	mass	of	ice	stored	on	land	
in	the	ice	sheets	can	change	as	a	result	of	changes	in	
surface	mass	balance	(the	net	effect	of	snow	
accumulation,	runoff	and	evaporation	/	sublimation)	
or	by	the	flux	of	ice	leaving	the	grounded	ice	sheet	
and	entering	the	ocean	(either	as	floating	ice	or	melt	
water).	The	former	is	largely	a	response	to	changes	in	the	
atmosphere,	while	the	latter	is	a	complex	response	to	
atmospheric	and	oceanographic	forcing	and	internal	
changes	in	the	ice	sheet	of	which	we	have	limited	
understanding.	Therefore,	there	is	little	confidence	that	
the	present	generation	of	ice	sheet	models	correctly	

Figure 1. Individual contributions and total projected local sea level rise 

along the Dutch coast for 2100, for high-end scenarios A and B (black/

blue) 1) and the KNMI’06 warm scenario3).
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simulates	changes	in	ice	flux	in	response	to	changing	
climate	conditions.	We	therefore	rely	on	recent	
observations	and	expert	judgement	to	assess	the	possible	
contributions	of	GIS	and	AIS1).

The	most	vulnerable	parts	of	ice	sheets	are	the	so-called	
marine	ice	sheets	(ice	sheets	that	rest	on	bed	rock	that	
is	below	sea	level	and	slopes	downwards	from	the	con-
tinental	margin	inland).	Positive	feedbacks	in	a	marine	
ice	sheet	system	can	lead	to	a	runaway	collapse	of	the	ice	
sheet,	which	would	stop	only	where	the	retreat	encoun-
tered	a	rising	bed	slope.	The	timescale	over	which	such	a	
collapse	might	occur	is	not	well	understood,	but	for	large	
sections	of	an	ice	sheet	it	would	probably	be	longer	than	
a	century.	The	largest	marine	ice	sheet	that	exists	today	
covers	the	majority	of	West	Antarctica.	The	strongest	
inland	bed	slope,	and	hence	the	strongest	tendency	to	
instability,	exists	in	that	portion	of	the	West-Antarctic	
Ice	Sheet	which	drains	into	the	Amundsen	Sea	(Pacific	
sector,	near	100-110	W).	In	Greenland,	only	Jacobshavn	
Isbrae	(on	the	west	coast)	contains	a	similar	prominent	
inland	slope,	so	that	it	could	potentially	display	a	
sustained	retreat6).
The	estimated	contributions	of	AIS	and	GIS	in	the	
high-end	scenario	for	sea	level	rise	(Figure	1)	combine	
the	model-based	assessment	of	surface	mass	balance	
changes5)	with	a	contribution	due	to	fast	ice	dynamics,	
estimated	from	observations	focusing	on	the	vulnerable	
marine	parts	of	the	ice	sheets1,6).

Local effects on sea level
To	arrive	at	a	local	sea	level	rise	scenario,	the	ocean	
circulation	changes	in	the	North	East	Atlantic	Ocean	and	
their	effect	on	local	sea	level4,1)	are	assessed	by	analyzing	
climate	model	simulations.	In	addition,	we	take	into	
account	that	fresh	water	released	by	land	ice	melt	is	not	
distributed	evenly	over	the	oceans.	Large	land-based	
ice	masses	exert	a	gravitational	pull	on	the	surrounding	
ocean,	yielding	higher	relative	sea	levels	in	the	vicinity	
of	the	ice	mass	(Figure	2,	black	line).	When	the	ice	mass	
shrinks,	global	mean	sea	level	rises	(blue	line).	In	addi-
tion,	the	gravitational	pull	decreases,	so	that	the	actual	
sea	level	(red	line)	will	drop	in	the	vicinity	of	the	ice	sheet	
(region	A)	as	water	is	redistributed	away	from	it.	Farther	
away	from	the	ice	mass	(region	B	in	Figure	2),	sea	level	

does	rise,	but	this	rise	is	smaller	than	the	global	mean	
rise	that	would	result	from	equal	distribution	of	the	melt	
water.	At	even	greater	distances	(region	C),	local	sea	level	
rise	becomes	larger	than	the	global	mean	rise.	Moreover,	
the	solid	Earth	deforms	under	the	shifting	loads	of	ice	
and	water	and	this	deformation	affects	the	gravity	field	
and	hence	local	sea	level	as	well.	As	a	result	of	these	local	
gravitational	and	elastic	changes,	a	
shrinking	land	ice	mass	yields	a	distinct	pattern	of	local	
sea	level	rise	sometimes	referred	to	as	its	fingerprint1,6).	
These	effects	can	be	incorporated	by	multiplying	each	
of	the	global	mean	contributions	from	land	ice	melt	
by	their	respective	relative	fingerprint	ratios.	For	GIS	
and	AIS,	there	appear	to	be	large	(poorly	understood)	
differences	in	the	fingerprints	published	by	various	
authors1,6).	To	cover	the	extremes,	two	scenarios	were	
developed.

After	summing	the	various	components,	we	arrive	at	a	
plausible	high-end	scenario	for	sea	level	rise	along	the	
Dutch	coast	of	0.40	to	1.05	meters	for	2100	(excluding	
local	land	movement)	when	quantifying	the	gravity-
elastic	effects	for	the	one	extreme	(scenario	A	in	
Figure	1).	Using	the	other	extreme	(scenario	B),	the	
range	becomes	-0.05	to	+1.15	meters.	Not	surprisingly,	
this	high-end	scenario	is	substantially	higher	than	the	
KNMI’06	scenario	for	local	sea	level	rise	of	0.35	to	
0.85	meters	for	2100.	The	main	causes	for	the	difference	
are	the	more	extreme	global	mean	temperature	range	
that	is	used	as	the	starting-point	and	the	larger	contri-
butions	of	GIS	and	AIS	due	to	fast	ice	dynamics	that	are	
included7).

Storm surges
The	height	of	extreme	storm	surges	is	also	important	for	
flood	protection	of	the	Netherlands.	Hence,	it	needs	to	
be	assessed	whether	and	how	climate	change	affects	the	
heights	of	extreme	surges,	and	in	particular	the	statutory	
once-in-10,000	years	storm	surge	height.	To	this	end,	the	

Fresh water released by land ice melt is not distributed 
evenly over the oceans

melting ice

A B C

original sea level
eustotic sea level change
true sea level change

land-based
ice moss

Figure 2. Schematic illustration of gravity effects on local sea level changes 

induced by land-ice melt (black line: original sea level, blue: sea level after 

ice melt assuming equal distribution of the melt water; red: true sea level 

after ice melt).
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wind	fields	from	a	17-member	ensemble	climate-change	
simulation,	in	combination	with	an	operationally-
used	surge	model	for	the	North	Sea	area	were	used	to	
analyze8)	surge	heights	at	the	Dutch	coast	for	two	periods	
(1950-2000	and	2050-2100).	Wind	speeds	in	the	southern	
North	Sea	are	projected	to	increase	(Figure	3a),	due	to	an	
increase	in	south-westerly	winds.	However,	the	highest	
surges	along	the	Dutch	coast	are	caused	by	north-wester-
ly	winds	because	of	their	long	fetch	and	the	geometry	of	
the	coastline.	As	a	result,	local	extreme	surge	heights	are	
expected	to	be	largely	unaffected	by	the	increase	in	wind	
speed	(Figure	3b),	as	was	found	in	earlier	climate	model	
studies1).

Peak river discharge
The	Netherlands	also	faces	possible	flooding	from	the	
river	Rhine.	Several	studies	using	climate	models	in	
combination	with	hydrological	models	indicate	that	the	
peak	discharge	with	a	1250-years	return	period	(statutory	
safety	level	for	the	major	rivers)	may	increase	by	about	
5	to	40%	over	the	twenty-first	century1).	In	most	studies,	

the	increase	in	peak	discharge	is	caused	by	an	increase	in	
mean	winter	precipitation	combined	with	a	shift	from	
snowfall	to	rainfall	in	the	Alps.	In	addition,	some	studies	
project	a	considerable	change	in	the	multi-day	precipi-
tation	variability	in	winter	(decreases	as	well	as	increases	
have	been	reported),	which	in	turn	has	a	substantial	
effect	on	the	peak	discharge.

Another	relevant	factor	is	that	the	flood	defence	gui-
delines	in	Germany	are	currently	less	strict	than	in	the	
Netherlands,	and	probably	will	remain	so	in	the	near	
future.	As	a	consequence,	uncontrolled	flooding	in	
Germany	is	anticipated	in	case	of	extreme	discharges,	
preventing	these	extreme	discharges	to	reach	the	Dutch	
part	of	the	Rhine	delta	(Figure	4).	Taking	this	constraint	
into	account,	the	high-end	scenario	for	the	1250-year	
peak	discharge	for	the	Netherlands	for	2100	is	estimated	
to	increase	by	about	10%1,6).

Possible combined impacts: Rotterdam
The	possible	consequences	of	the	combined	impacts	of	
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Figure 4. Example of a simulation of flooding along the lower Rhine (dike situation 2020). Given are maximum water depths [m, in blue] and main 

streams behind the dikes6).
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local	sea	level	rise,	storm	surges,	and	peak	river	discharge	
become	apparent	when	considering	the	situation	near	
Rotterdam.	Its	harbour	is	protected	by	the	Maeslant	
storm	surge	barrier	(Figure	5),	which	closes	automatically	
when	the	local	water	level	reaches	a	prescribed	criterion;	
an	event	that	nowadays	is	expected	to	occur	on	average	
every	10	years.	If	the	high-end	projection	for	sea	level	rise	
presented	here	becomes	reality,	the	storm	surge	barrier	
is	expected	to	close	five	to	fifty	times	more	often	
(Figure	3b).	This	would	severely	hamper	the	accessibility	
of	Rotterdam	harbour,	resulting	in	large	economic	
losses2).	In	addition,	the	projected	increases	in	sea	level	
and	peak	river	discharge	will	significantly	enhance	the	
probability	that	the	storm	surge	barrier	needs	to	be	
closed	while	the	river	discharge	is	large.	During	closure,	

the	river	system	behind	the	barrier	rapidly	fills,		
increasing	the	local	flood	risk.	It	remains	to	be		
quantified	exactly	how	large	this	risk	will	become.	
It	depends	among	other	things	on	the	duration	of	the	
closure	(which	in	turn	depends	on	the	duration	of	the	
storm	and	its	timing	with	the	tidal	phase)	and	on	the	
temporal	storage	or	re-routing	of	the	river	discharge	
through	the	interacting	distributaries	in	the	lower	
Rhine-Meuse	delta.

Conclusion
The	plausible	high-impact,	low-probability	scenarios1)	
described	here	form	the	basis	for	updated	flood	
protection	strategies	for	the	twenty-first	century	recently	
proposed	by	the	Dutch	Delta	Committee2).	While	such	
high-end	scenarios	inevitably	have	rather	large	uncer-
tainties,	the	example	of	Rotterdam	shows	that	evaluation	
of	the	complex,	combined	risks	of	sea	level	rise,	storm	
surges	and	peak	river	discharge	is	crucial	to	updating	
flood	management	strategies.

		

The possible consequences of the combined impacts of 
local sea level rise, storm surges, and peak river discharge 
become apparent when considering the situation near 
Rotterdam

Figure 5. The Maeslant storm surge barrier near Rotterdam during a test closure (source: www.BeeldbankVenW.nl).
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The	organization	of	KNMI	has,	next	to	supplying	staff,	two	business	area	departments	(Weather	Service	and	Climate	
and	Seismology),	and	one	department	supplying	these	business	areas	with	ICT	and	observation	services.	The	divisions	
in	these	departments	that	perform	(only	or	for	a	part)	research,	are	marked	red	in	the	chart	below.	In	the	following	
appendices	the	publications	are	listed	per	division.
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better severe weather warnings. To this end, KNMI weather research ranges from observations to meteorological processes 
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Publications 
Climate Observations

The Climate Observations division employs satellite observations to study the earth system. Current research topics are 
atmospheric composition in relation to climate, air quality and stratospheric ozone.
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Publications 
Climate Services 

The Climate Services division provides knowledge and information on past, current and future climate to professional 
users and the general public. 
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Publications 
Seismology 

The Seismology division is a knowledge-based research centre and observatory for earthquakes and related events. On the 
basis of seismological and other geophysical observations like infrasound, the Seismology division is active in fundamental 
and applied research in the field of seismology and furthermore hosts the European centre for exchange and coordination 
of seismological data (ORFEUS).

Reviewed Publications 

2007
Dost, B. and H.W. Haak, 2007. Natural and Induced Seismicity. In Geology of the Netherlands, Th.E. Wong & J. de Jager ( (Eds.),  
 2007, Amsterdam, Royal Netherlands Academy of Arts and Sciences, ISBN 978-90-6984-481-7, p223-239.
Evers, L.G., L. Ceranna, H.W. Haak, A.L. Pichon and R.W. Whitaker, 2007. A seismoacoustic analysis of the gas-pipeline explosion  
 near Ghislenghien in Belgium. Bulletin of the Seismological Society of America, 97, 2, 417-425.
Evers, L.G. and H.W. Haak, 2007. Infrasonic forerunners: exceptionally fast acoustic phases. Geophys. Res. 
 Lett., 34. 

2008
Assink, J.D., L.G. Evers, I. Holleman and H. Paulssen, 2008. Characterization of infrasound from lightning. Geophys. Res. Lett.,  
 35, L15802.
Evers, L.G., 2008. The inaudible symphony: on the detection and source identification of atmospheric infrasound. Thesis, TU Delft,  
 2008, Delft, ISBN 978-90-71382-55-0, 170p.
Ottemoller, L. and L.G. Evers, 2008. Seismo-acoustic analysis of the Buncefield oil depot explosion in the UK, 2005. Geophys. J. 
 Int., 172, 3, 1123-1134.
Suarez, G., T. van Eck, D. Giardini, T. Ahern, R. Butler and S. Tsuboi, 2008. The International Federation of Digital Seismograph  
 Networks (FDSN): An Integrated system of Seismological Observatories. IEEE Systems Journal, 2, 3, 431-438.

2009
Evers, L.G. and H.W. Haak, 2009. The characteristics of infrasound, its propagation and some early history. In Infrasound 
 monitoring for atmospheric studies, A. Le Pichon (Ed.), 2009, Dordrecht, Springer.
Evers, L.G. and P. Siegmund, 2009. The infrasonic signature of the 2009 major Sudden Stratospheric Warming. Geophys. Res.  
 Lett., 36.
Evers, L.G., 2009. Imaging of the atmosphere with infrasound. Internoise 2009, 23/8/2009-26/8/2009, 2009, Ottawa, Canada,  
 1-9.
Green, D., A. Le Pichon, L. Ceranna and L.G. Evers, 2009. Ground Truth Events: Assessing the Capability of Infrasound Networks 
 Using High Resolution Data Analysis. In: Infrasound monitoring for atmospheric studies, A. Le Pichon (Ed.), 2009,
 Springer, Dordrecht .
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Pichon, A. Le, J. Vergoz, E. Blanc, J. Guilbert, L. Ceranna, L.G. Evers and N. Brachet, 2009. Assessing the performance of the 
 International Monitoring System infrasound network: Geographical coverage and temporal variabilities. J. Geophys. Res., 114.
Pichon, A. Le, K. Antier, Y. Cansi, B. Hernandez, E. Minaya, B. Burgoa, D. Drob, L.G. Evers and J. Vaubaillon, 2009. Evidence of a  
 meteoritic origin of the September 15th, 2007 Carancas crater. Meteoritics & Planetary Science, 43, 11, 1797-1809.
Zon, T. van, L.G. Evers, R. van Vossen and M. Ainslie, 2009. Direction of Arrival estimates with vector sensors: First results of an  
 atmospheric infrasound array in the Netherlands. Underwater acoustic measurements, Techologies & Results, 
 21/6/2009-26/6/2009, 2009, Nafplion, Greece, FORTH, 1-6.

Other publications

2007
Douet, V., S. Rives and A. Spinuso, 2007. Portal and networking infrastructures. Report NA9-D1, Neries project.
Eck, T. van et al., 2007. NERIES project Annual Report to the EC. period: 01 June 2006 - 31 May 2007.
Eck, T. van, 2007. Editor. Orfeus Electronic Newsletter, 7, 1.
Eck, T. van, 2007. Editor. Orfeus Electronic Newsletter, 7, 2.
Eck, T. van, A. Spinuso, V. Douet and R. Bossu, 2007. Portal concept and strategy Report. Report NA7-D1, Neries project.
Eck, T. van, F.H. Goutbeek and B. Dost, 2007. Site specific hazard estimates for the NUON energy plant in the Eemshaven. 
 KNMI Internal Report IR-2007-02, pp17.
Sleeman, R., 2007. Ambient Earth noise and insrumental noise. Bijdrage biennial 2005-2006.

2008
Bossu, R., T. van Eck and J. Davila, 2008. EERWEM final report. EERWEM final report to the EC.
Eck, T. van and NERIES Consortium, 2008. NERIES; Second Annual Report. Annual report EC-project NERIES.
Eck, T. van, F.H. Goutbeek and B. Dost, 2008. Site specific hazard estimates for the LNG energy plant in the Europoort area. 
 KNMI Internal Report IR-2008-01, pp16.
Evers, L.G., J. de Plaa and D.G. Simons, 2008. Listening to inaudible sound: towards acoustic remote sensing with atmospheric  
 infrasound. Leonardo Times, 12, 1, 12-13.
Evers, L.G., 2008. Het hoe, wat en waarom van infrageluid metingen. Meteorologica.
Giardini, D., T. van Eck, R. Bossu and S. Wiemer, 2008. Networking Research Infrastructures for Earthquake Seismology. 
 EOS, 89, 219.
Hazel, G.J. van den, 2008. Detection and processing 3C signal from a small scale seismic array. MSc thesis Utrecht University.

2009
Evers, L.G. and J. Schweitzer, 2009. A climatology of infrasound observations at the ARCI array in Norway. 2009, NORSAR, 
 Scientific Report, 13p.
Evers, L.G., 2009. Het hoe, wat en waarom van infrageluid metingen. Meteorologica, 18, 1, 24-26.
Evers, L.G., 2009. De onhoorbare symfonie. Nederlands Tijdschrift voor Natuurkunde, 75, 5, 156-159.
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Publications 
R&D Information and 
Observation Technology  

The Information and observation technology research aims at innovating KNMI’s ICT infrastructure and observation 
technology.

Reviewed publications 

2007
-
2008
-

2009
Som de Cerff, W.J., M. Petitdidier, A. Gemünd, L. Horstink and H. Schwichtenberg, 2009. Earth science test suites to evaluate 
grid tools and middleware - examples for grid data access tools. Earth Science Informatics, 2, 117-131.

Other publications 

2007
Haij, M.J. de, 2007. Automated discrimination of precipitation type using the FD12P present weather sensor: evaluation and 
 opportunities. KNMI Technical Report TR-297, pp73.
Haij, M.J. de, W.M.F. Wauben and H. Klein Baltink, 2007. Continuous mixing layer height determination using the LD-40 
 ceilometer: a feasibility study. KNMI Scientific Report WR-2007-01.

2008
Beekhuis, H. and I. Holleman, 2008. From Pulse to Product: Highlights of the digital-IF upgrade of the Dutch national radar network  
 ERAD 5. 30/6/2008-4/7/2008, Helsinki.
Haij, M.J. de, 2008. Assessment of automated quality control of MOR measurements by the FD12P sensor. KNMI Technical Report  
 TR-298, 37pp.

2009
Haij, M.J. de, 2009. Automatische validatie van druk- en windwaarnemingen op het KNMI - een verkenning. KNMI publication  
 IR-2009-03, 80pp.
Haij, M.J. de, W.M.F. Wauben, H. Klein Baltink and A. Apituley, 2009. Determination of the mixing layer height by a ceilometer. 
 8th  International Symposium on Tropospheric Profiling, 19/10/2009-23/10/2009, A. Apituley, H.W.J. Russchenberg, 
 W.A.A. Monna (Eds.), Delft, ISBN 978-90-6960-2.
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ADAGUC  Atmospheric Data Access for the Geospatial User Community
AIL     Aircraft Induced Lightning
AIRS   Atmospheric Infrared Sounder (instrument on board EOS-Aqua)
AIS    Antarctic Ice Sheet
AMFIC   Air Quality Monitoring and Forecasting in China
AMSR   Advanced Microwave Scanning Radiometer
AOGCM   Atmosphere-Ocean General Circulation Model
AOT   Aerosol Optical Thickness
API    Application Programming Interface
ASAR   Advanced SAR on Envisat 
ASCAT   European Advanced Scatterometer on MetOp
AVHRR   Advanced Very High Resolution Radiometer
BBC    British Broadcasting Company
BJEPB   Beijing Environmental Protection Bureau
BSRN   Baseline Surface Radiation Network
BSS    Brier Skill Score
CAPE    Convective Available Potential Energy
CERC   Cambridge Environmental Research Consultants
CESAR    Cabauw Experimental Site for Atmospheric Research
CESAR CDS  Cabauw Experimental Site for Atmospheric Research, CESAR Data System
CF    Climate and Forecasting convention
CH4   Methane
CMIP3     Climate Model Intercomparison 3
CO    Carbon monoxide
CTBT   Comprehensive Nuclear-Test-Ban Treaty
CTM   Chemistry-Transport Model
CY31/33   Cycle 31/33
DCI    Distributed Computing Infrastructure
DDF   Depth-Duration-Frequency
DEGREE  Dissemination and Exploitation of Grids in Earth 
DJF     December-January-February
DNW   German-Dutch Wind Tunnels
DWD   German Weather Service
EC    Eddy Correlation
EC    European Commission
ECA&D   European Climate Assessment & Dataset

Acronyms
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ECMWF   European Centre for Medium-Range Weather Forecasts
ECSN   European Climate Support Network
ECV    Essential Climate Variable
EEA    European Environment Agency
EL    Equilibrium Level
ENSO     El Niño - Southern Oscillation
ENVISAT  ESA Environmental Satellite, launched 2002
E-OBS   ENSEMBLES daily gridded dataset for Europe
EOS Aqua  NASA Earth Observing Systems Aqua Mission to study water vapour and clouds
EOS Aura  NASA Earth Observing Systems Aura Mission to study atmospheric chemistry
ERS-2   Second European Remote Sensing satellite
ES    Earth Science
ESA    European Space Agency
ES-G   Earth Science Gateway
ESM     Earth System Model
ESRI   GIS software company
EU    European Union
EU-FP   European Union - Framework Project
EUMETSAT  EUropean organisation for the exploitation of METeorological SATellites
EURAD   Regional air quality model contributed by Germany
EURO4M  European Reanalysis and Observations for Monitoring
EXL    Exloo Infrasound Array
FIR    Flight Information Region
FLITS    Flash Localization by Interferometry and Time of Arrival System
FTPPRO  KNMI FTP site
GCM   Global Climate Model
GDAL   Geospatial Data Abstraction Library
GEMS    Global and Regional Earth-System Monitoring Using Satellite and In situ Data
GEMS   Global Earthquake Monitoring System
GEOSS   Global Earth Observation System of Systems
GeoTIFF  Geospatial Tagged Image File Format, geospatial file format
GEV   Generalized Extreme Value
GIS     Greenland Ice Sheet
GIS    Geospatial Information System
GMES   Global Monitoring for Environment and Security
GMF    Geophysical Model Function
GO-ESSP  Global Organization for Earth System Science Portals
GOME-1  Global Ozone Monitoring Experiment-1
GOME-2   Global Ozone Monitoring Experiment-2
GTS   Global Telecommunications System
GWP   Global Warming Potential
H2    Molecular Hydrogen
HCHO   Formaldehyde
HDIA   High Density Infrasound Array
HIRLAM  High Resolution Local Area Model
hPa    hecto Pascal
HPC   High Performance Computing
HQL   Hibernate Query Language 
HRVIS    High Resolution VISible channel
HTTP   HyperText Transfer Protocol
HYMN   Hydrogen, Methane, and Nitrous Oxide. 
IASI    Infrared Atmospheric Sounding Interferometer 
IFS     Integrated Forecast System 
INSPIRE  Infrastructure for Spatial Information in the European Community
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IPCC   Intergovernmental Panel on Climate Change
IS    Infrasonic phase from the Stratosphere
ISO    International Organization for Standardization
IT    Infrasonic phase from the Thermosphere
ITCZ    Inter-Tropical Convergence Zone
JJA      June-July-August
JSR-168  Java Specification Request
KLM    Royal Dutch Airlines
KNMI   Royal Netherlands Meteorological Institute
KODAC   KNMI Operational Data Center
LAIA   Large Aperture Infrasound Array
LAMA   Large Aperture Microbarograph Array
LES    Large Eddy Simulation
LFC     Level of Free Convection
LIM2     Liouvain-La-Neuve Ice Model 2
LNB    Level of Neutral Buoyancy
LOFAR   LOw Frequency ARray
LPM   Laser Precipitation Monitor 
LST    Low Speed Tunnel
LVNL   Air Traffic Control, Netherlands
LVP    Low Visibility Procedure
MACC   Monitoring Atmospheric Composition and Climate
METAR   Meteorological Aerodrome Report
MetOp   METeorological OPerational satellite
MFB    Mean-Field Bias
MFBS   Mean-Field Bias and Spatial
MLE   Maximum Likelihood Estimator
MLS   Microwave Limb Sounder
MODIS   MODerate resolution Imaging Spectro-radiometer
MOPITT  Measurements Of Pollution In The Troposphere 
MOR   Meteorological Optical Range
MOS    Model Output Statistics
MSLP     Mean Sea Level Pressure
MTG   Meteosat Third Generation
N2O   Nitrous Oxide
NAO     North-Atlantic Oscillation
NASA   National Aeronautics and Space Administration
NEMO3    Nucleus for European Modelling of the Ocean 3
NERIES   Network of Research Infrastructures for European Seismology
NESC   National E-Science Centre
netCDF   Network Common Data Form
NGR   Nationaal Geo Portaal
NH     Northern Hemisphere
NIR    Near InfraRed
NLR   Dutch National Aerospace Laboratory
NMDC   Nationaal Modellen en Data Centrum
NMHS   National Meteorological and Hydrological Service
NO2   Nitrogen dioxide
NOAA   National Oceanic and Atmospheric Administration
NOx   Nitric oxide gas (NO) and nitrogen dioxide gas (NO2)
NWA   Northwest Airlines
NWP    Numerical Weather Prediction
NWS   National Weather Service
O&M Model Observations and Measurements model
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OGC   Open Geospatial Consortium
OGF   Open Grid Forum
OMI    Ozone Monitoring Instrument
OPERA   Operational Programme for the Exchange of weather Radar information
PDO     Pacific Decadal Oscillation
PI      Performance Index
PM    Particulate Matter
ppbv   parts per billion by volume
PPI    Plan Position Indicator
PROMOTE  Protocol Monitoring for the GMES service element
QPE   Quantitative Precipitation Estimation
RACMO   Regional Atmospheric Climate MOdel
RADAR   RAdio Detection And Ranging
RCC   Regional Climate Centre
RCM   Regional Climate Model
RDF   Resource Description Framework
RIVM   Rijks Instituut voor Volksgezondheid en Milieu
RVR   Runway Visual Range
SAFIR    Surveillance et d’Alerte Foudre par Interférométrie Radioélectrique
SAR   Synthetic Aperture Radar
SATREP   Satellite Report
SBUV   Solar Backscatter Ultraviolet Experiment
SciaGrid  Sciamachy Data Centre Grid (GO project)
SCIAMACHY  Scanning Imaging Absorption Spectrometer for Atmospheric Cartography
SEB    Surface Energy Budget
SEED   Standard for the Exchange of Earthquake Data
SKV   Schiphol Probability Forecast (in Dutch: Schipholkansverwachting)
SLA    Service Level Agreements
SNR   Signal-to-Noise Ratio
SPARQL   SPARQL Protocol and RDF Query
SPC    Storm Prediction Centre 
SRES    Special Report on Emissions Scenarios
SRON   Netherlands Institute for Space Research
SSM/I    Special Sensor Microwave Imager
SST    Sea Surface Temperature
STOWA   Foundation for applied water research
T2m     2 meter Temperature
TAF    Terminal Aerodrome Forecast
TAFG   TAF Guidance
TeNSor   Test of Precipitation Type sensors
TM5    Transport Model version 5
TMA   Terminal Control Area
TNO   Netherlands Organisation for Applied Scientific Research
TOS   Turbulent Organized Structures
TROPOMI  Tropospheric Ozone Monitoring Instrument
TSI    Total Sky Imager
TU Delft  Delft University of Technology
UK    United Kingdom
UTC   Universal Time, Coordinated
VIS    Visibility
VITO    Flemish Institute for Technical Research
VU    Free University
W3C   World Wide Web Consortium
WCS   Web Coverage Service
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WFS   Web Feature Service
WMO   World Meteorological Organization
WMO-IPET MDI WMO Inter-Programme Expert Team on Metadata and Data Interoperability
WMS   Web Mapping Service
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