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Abstract

Modeling turbulence in the atmosphere is essential for day to day weather prediction and for predicting climate
change. An idealized but fairly accurate model of the atmosphere can be constructed by stacking multiple fluid layers
of uniform density on top of each other. The simplest of such models is the two-layer quasi-geostrophic model, that
uses geostrophic balance to get a closed set of evolution equations. As it is computationally impossible to resolve all
scales of motion, we need to truncate the model at a certain scale and describe the small scales by parameterization.
A parameterization based on the principle of maximum entropy, that was developed by [Verkley et al., 2016], has
been implemented and tested on a two-dimensional model. The new parameterization has no tunable parameters,
as its dependence on the system is fully determined by the formalism. In this report, the two-layer quasi-geostrophic
model and its energy budget are derived. The maximum entropy parameterization is adapted for this system using
the constraint of quasi-geostrophic energy conservation in the unresolved scales. The parameterization is analyzed
using multiple diagnostics for both short-term deterministic and lon-term statistical performance. The qualitative
performance is compared with a conventional increased-viscosity parameterization. In the analysis, a simulation
run of double resolution is used as reference.
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Chapter 1

Introduction

The weather has always been a fascination, friend and enemy of mankind. We need the variety of rainy and sunny
weather to grow crops, but extremes like storms or droughts can destroy whole communities and infrastructures.
The average weather, or climate and the reported rapid change across the globe could potentially be even more
harmful. While we have become increasingly skilled in predicting the weather, there are still many problems with
current weather and climate models. One of those problems concerns the flow of fluids, like the air in the atmosphere
or water in the ocean.
Full understanding of fluid flow, and specifically a definite solution to the Navier-Stokes equations describing this
flow, has not been achieved up to this day. The problem lies in the nonlinearity of the equations. This means
that a certain scale of flow not only determines its own time evolution but influences other scales as well. Energy
is transferred to smaller scales in a process called the energy cascade. The transfer of energy to larger scales is
called backscatter. This complexity is at the heart of the phenomenon called turbulence as the flow at small scales
becomes highly chaotic and unpredictable because of extreme sensitivity to small perturbations at any scale.
In numerical fluid modeling, as for example in computational geophysics, we can solve the Navier-Stokes equations
on a computational grid by integrating each grid cell over time. However the resolution of the grid on which we
perform the computations determines the smallest resolved scale and hereby causes a truncation of scales. This
truncation introduces an error in the model due to the omission of the smaller scales and their interaction with the
resolved scales. The error tends to be largest near the truncation, where the interactions with unresolved scales are
strongest.
To account for these lost processes, the smaller scales are often parameterized by an extra term in the equations.
This term then serves as replacement of all scales smaller than the computational grid. In general, parameterizations
try to represent the interactions upon the larger scales as good as possible while maintaining low computational
cost. Numerous methods of parameterization exist, ranging from very simple to complex. One of the simplest
parameterizations is increase of viscosity to mimic the energy that is lost at scales near the truncation to unresolved
scales. Such simple schemes however do not catch the complex nature of these interactions, for example the process
backscatter is often not accounted for by these schemes. More complex parameterization schemes have been found
that do capture this feature. For example, methods where the state of the unresolved scales is represented by a
probability density function on which stochastic sampling can be applied. The research of [Thuburn et al., 2013]
compares several parameterizations of increasing complexity and analyzes the energy transfer across different scales
in these parameterized models. It also proposes a scheme to reduce some of the errors in energy transfer that these
parameterizations inevitably produce.
A striking property of all of these parameterization schemes is that they have to be tuned to a specific domain
and set of system parameters. Parameter tuning is a cumbersome and time consuming practice and it introduces
information into the model that should be deduced from previous known states of the model or from measurements.
However, in a changing system like our climate we would prefer a parameterization that does not use information
from a historic state, as this information could simply be wrong if applied to future states. A new parametrization
has been developed by [Verkley et al., 2016] which uses the approach of replacing the unresolved scales of the
quantities in the model equation by a probability density function (PDF) and using the expectation value of this
PDF to replace the corresponding variable in the original equation. The novel idea of this parameterization is to
find this PDF using the principle of maximum information entropy. The principle tells us that, given some prior
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information we have, the best we can do to model the current state of knowledge is to maximize information entropy
under the constraint that it is in accordance with this prior information. The expression of information entropy as
stated by [Jaynes, 2003] was used together with the energy budget of the unresolved scales as additional information
constraint. Previous investigation of this new parameterization on a simple two dimensional doubly periodic system
has been promising. [Verkley et al., 2016, Zwaal, 2016]
Although we can approximate the atmosphere by a two-dimensional single layer system due to its shallowness,
certain characteristics are not represented in such a system. A better description can be given by stacking several
thin layers of constant density and incorporating the interactions between these layers. This so called multilayer
shallow water model and specifically (serving ourselves an easy implementation) the two-layer version show many
physical phenomena that occur in the atmosphere. The synoptic scale of the earth atmosphere is an interesting
system to investigate, as this is the largest scale („ 1000km) at which we can make the approximation of near
geostrophic balance. This balance occurs between the pressure force in the system and the Coriolis force and is
responsible for the atmospheric flow along lines of equal pressure that we tend to see on these scales. Still a small
contribution of inertia is present and thus the model is called quasi-geostrophic. Using these approximations, we
can construct a closed set of equations, enabling us to simulate the time evolution of the flow. The main focus
of this research is on expanding the simple application of the parameterization to the more complex two layer
quasi-geostrophic model. Because this system contains a potential energy component in its energy budget, the
parametrization has to be established again according to the budgets of this system.
In chapter 2of this thesis the two-layer quasi-geostrophic model is explained. Chapter 3 derives expressions for the
energy and energy tendency for the model. Chapter 4 is used to convert the model from Cartesian coordinates to
wave number space by writing the necessary equations in spectral coefficients. In chapter 5 an in-depth derivation of
the maximum entropy parametrization is given for the current model. The various diagnostic techniques and their
results are presented in chapter 6. Chapter 7 concludes with the discussion of the results and recommendations for
further investigation.
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Chapter 2

The model

In this chapter we will sketch a derivation of the two layer quasi-geostrophic model. It serves the purpose of
illustrating particular choices of approximations that were made, and thereby as a validation of using this model in
the context of large scale geophysical fluid dynamics. This derivation is also a necessary prelude to the derivation of
the energy and energy tendency of the system in chapter 3 which are needed for the construction and analysis of the
parameterization. The derivations are based on the works of [Vallis, 2006], [Cushman-Roisin and Beckers, 2009] and
[Cavallini and Crisciani, 2013]. We start with the Navier-Stokes equations which form the basis of ordinary1 fluid
dynamics. Directly using the three dimensional Navier-Stokes equations to model the atmosphere or ocean would
be correct but practically impossible. We can make some approximations to get a set of simpler equations, tailor
made for a system with geophysical properties. The first step is to focus on a thin layer, leading to the shallow water
equations. Then we add a second immiscible layer of a different density and determine the interactions between the
two layers. Finally we work towards a rotating system where on large scales the Coriolis force counteracts pressure
forces leading to quasi-geostrophic flow.

2.1 Navier-Stokes equations

The motion of a fluid is described by the Navier-Stokes equations. These equations are in fact applications of
Newton’s second law to a continuous medium like a fluid. Starting from Newton’s second law f “ ma we write the
momentum equation for a single fluid volume element.

ρ
Dv

Dt
“ f (2.1)

The material derivative of the three dimensional velocity vector Dv
Dt gives the rate of change of the velocity in a

parcel of fluid as it flows along due to the current velocity field.

Dv

Dt
“
Bv

Bt
` pv ¨∇qv “ Bv

Bt
` u

Bv

Bx
` v

Bv

By
` w

Bv

Bz
(2.2)

Equation (2.1) will form the basis for our model, together with the mass continuity equation which tells us that the
net flow of mass into our moving parcel is equal to the increase of its density:

Bρ

Bt
`∇ ¨ pρvq “ 0 or

Dρ

Dt
` v ¨∇ρ “ 0 (2.3)

The forces f on a unit volume element can be classified into two categories, internal and external forces. The
Navier-Stokes equations assume only two internal stress forces:

• Internal pressure from surrounding volume elements

fp “ ´∇p “ ´
´

Bp
Bx ı̂` Bp

By ̂` Bp
Bz k̂

¯

1For a fluid to be ordinary means to be sufficiently dense to be described as a continuum and lacking relativistic speeds and ionized
species.
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• Internal friction, which for most Newtonian fluids can be approximated by 2

fv “ ρν∇2v

External forces arise from the specific domain onto which the Navier-Stokes equations are used. In our case this
will be the earth where two well defined forces occur due to the mass and the rotation of the planet3. A third term
is added to account for other forces that are present in our atmosphere, for example the solar radiation heating
up the surface and thereby stirring the air or extra friction due to the earth surface. We use this term to get our
system in an equilibrium state since we would lose all of our energy to internal viscosity and small scales without
extra forcing.

• External gravity per unit volume gives
fg “ ´ρgk̂

• External Coriolis force per unit volume gives

fC “ ´ρfpk̂ˆ vq

• External other forces, for example external forcing or damping from mechanical or thermal origins 4

fF{D “ ρµpF ´ vq

Inserting these forces into (2.1) gives us the Navier-Stokes equations for an ordinary Newtonian fluid on a rotating
massive sphere with additional forcing and damping.

Dv

Dt
“ ´f k̂ˆ v ´

1

ρ
∇p` g ` ν∇2v ` µpF ´ vq (2.4)

Dρ

Dt
` ρ∇ ¨ v “ 0 (2.5)

2.2 Single hydrostatic shallow layer

The atmospheric layer of prime importance for weather and climate prediction is the troposphere. This layer
contains 80 percent of the mass and nearly all of the water vapor in the atmosphere. With its thickness of only
12 km, the horizontal length scales are several orders of magnitude larger than the vertical. The same can be said
for the ocean which has a depth of 11 km at its deepest point. Due to this asymmetry several approximations can be
made and together with the assumption that the fluid is incompressible, this results in the shallow water equations.
The approximations that are made to arrive at these equations are listed and applied.

2.2.1 Shallow water approximations

1. Incompressibility: It is assumed that the fluid is incompressible by setting the density as a constant in the
mass continuity equation and thus neglecting the derivative of the density. This reduces the mass continuity
equation 2.5 to:

∇ ¨ v “ 0 (2.6)

Incompressibility is in general not true for any fluid and even more so for a gas. The density of the atmosphere
for example has a strong height dependence due to gravity as it is compressed under its own weight near the

2This is the first order of the more complete approximation
ř

r
p´1q2pr`1qνr∇2pr`1qu. For compressible fluids, this should also contain

an internal stress term accounting for the stress inside the volume element due to compression.
3Actually both these forces are fictitious forces that are a manifestation of respectively the differential rotation experienced on the

earth surface and the curvature of space time. Both can be expressed as a force term when our frame of reference is located on and
moving with the earth surface.

4The expression given below is not used in real climate models as it is far too simple to account for all the physical, biological and
antropogenic processes that occur on the planet. However we only need a simple forcing and damping to keep our system in statistical
equilibrium.
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Figure 2.1: Schematic cross section of a single hydrostatic shallow water layer, with its surface and fluid height
variables.

surface. While in an ocean model, the approximation of incompressibility is physically sound, we can not say
the same for the atmosphere 5. However even in the case of the atmosphere, we can make the approximation
if we assume vertical flow velocities to be relatively small. We can see this if we consider a shallow water
column that experiences a net horizontal inflow. This horizontal convergence will exhibit a vertical extension
of the water column rather than an increase in density. In chapter 2.3 we will stack an extra layer of different
density on top and this can be extended to multiple layers to account for the stratification in the atmosphere.

2. Hydrostatic: We can assume the shallow layer to be in hydrostatic equilibrium, meaning that the vertical
pressure and gravitational force are in perfect balance.

Bp

Bz
“ ´ρg (2.7)

3. β-Plane: The last assumption is that the Coriolis force linearly depends on the y coordinate so in expression
for Coriolis force we get

f “ f0 ` βy (2.8)

In this way a space-varying Coriolis force is applied, while the model can still be used on a double periodic
domain without introducing discontinuities in the evolution equations as will be shown in chapter 2.3. A
Coriolis force that varies in space causes specific physical phenomena, like Rossby waves, that do not occur
if the Coriolis parameter is set constant. The physical representation of a β plane domain would be a plane
tangent to the earth surface, where the latitude of touching determines the value of β.

2.2.2 Velocity equations

Considering a single layer of fluid, bounded by a top surface ηt and a bottom surface ηb, several height variables
can be discerned. Referring to fig. 2.1, we see that we have for the thickness of the layer at a certain location:

hpx, yq “ ηtpx, yq ´ ηbpx, yq (2.9)

Because we assume density to be constant and assuming a pressure at the top surface of pt, the hydrostatic relation
in this layer can be integrated to give

ppx, y, zq “ ptpx, yq ` ρgpηtpx, yq ´ zq (2.10)

where η is the upper boundary of the fluid surface. We can decouple the horizontal gradient from the vertical.
Dropping the explicit dependence of p and η on px, yq to keep notation uncluttered:

∇h “
´

B
Bx ı̂` B

By ̂
¯

(2.11)

∇p “Bp
Bz

k̂`∇hp “ ´ρgk̂`∇hppt ` ρgηtq (2.12)

5Using instead the assumption of constant potential temperature θ “ T
´

pr
p
κ
¯

, where p is the pressure, pr a reference pressure and

κ a dimensionless parameter, we can in fact construct a model very similar to the shallow water equations as shown by [Verkley, 2000].
This model is applicable to the troposphere and in the same way as the shallow water equations results in horizontal flow being constant
in the vertical direction.

6



We see that the assumption of hydrostatic balance causes the horizontal pressure gradient to be independent of
height. This implies that also the horizontal velocity does not depend on height and that we can express the
evolution of horizontal velocity, which we will denote by u, independent of the vertical coordinate. We insert (2.12)
into (2.4) to get the shallow water momentum equation for viscid flow in terms of the horizontal velocity vector
u. Note how the assumption of hydrostatic equilibrium lets the gravity and the vertical component of the pressure
force in equation (2.4) cancel out. We will drop the subscript h in the horizontal gradient.

Bu

Bt
` pu ¨∇qu “ ´pf0 ` βyqk̂ˆ u´∇p

pt
ρ
` gηtq ` ν∇2u` µpF ´ vq (2.13)

Furthermore we can split the reduced mass continuity equation (2.6) into a horizontal and vertical component and
integrate from the bottom to the top of the fluid. Where we use that ηt ´ ηb “ h and that the vertical velocity at
position wpx, y, zq is the material derivative of the vertical position z of the fluid element at that position.

ż

h

ˆ

Bwpx, y, zq

Bz
`∇ ¨ u

˙

dz “ 0

ñ wpηtq ´ wpηbq ` h∇ ¨ u “ 0

ñ
D

Dt
pηt ´ ηbq ` h∇ ¨ u “

Dh

Dt
` h∇ ¨ u “ 0 (2.14)

Equation (2.14) can also be explained by the logical consequence of incompressibility, that any net horizontal flux
into a fluid column of height h will make this column expand to be able to contain the extra mass. Note how we
went from a three dimensional representation in (2.4) with velocity vector v “ ûı` v̂`wk̂ to eq. (2.13) that only
involves horizontal velocity u “ ûı ` v̂. The vertical velocity can still be retrieved from the three dimensional
continuity eq. (2.5) by integrating over height. If we do this, the vertical velocity turns out to scale linearly with
height.

2.2.3 Potential vorticity

It is now convenient to introduce a quantity called the vorticity6, defined as the curl of the horizontal velocity.

ω ” ∇ˆ u “
ˆ

Bv

Bx
´
Bu

By

˙

k̂ “ ζk̂ (2.15)

Since the vorticity has only a k̂ component, we will use the scalar ζ and call it by the same name. To obtain an
evolution equation for the vorticity, we will start by using the vector identity

pu ¨∇qu “ 1
2∇pu

2q ´ uˆ p∇ˆ uq
“ 1

2∇u
2 ` p∇ˆ uq ˆ u

“ 1
2∇u

2 ` ω ˆ u

to write (2.13) as

Bu

Bt
` ω ˆ u “ ´pf0 ` βyqk̂ˆ u´∇p

pt
ρ
` gηt `

1

2
u2q ` ν∇2u` µpF ´ vq (2.16)

Bu

Bt
` pω ` pf0 ` βyqk̂q ˆ u “ ´∇p

pt
ρ
` gηt `

1

2
u2q ` ν∇2u` µpF ´ vq (2.17)

To continue, we note the following vector identity, where some terms vanish because we take the divergence of a
curl and the fact that u does not vary in the direction of ω.

∇ˆ pω ˆ uq “pu ¨∇qω ´���
�XXXXpω ¨∇qu ` ω∇ ¨ u´����XXXXu∇ ¨ ω (2.18)

6In fact the vorticity is defined for the three dimensional velocity field in a similar way. The quantity we use here is often called the
shallow water vorticity as it only takes into account the horizontal velocity in systems where the horizontal velocity is independent of
the vertical coordinate. We will use the term vorticity to denote this shallow water vorticity and also its scalar variant.
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We take the curl of (2.17) and use the above identity and the definition of vorticity, where the whole gradient term
cancels because the curl of a gradient is zero.

∇ˆ Bu
Bt
`∇ˆ ppω ` fq ˆ uq “

((((
((((

((((hhhhhhhhhhhh
´∇ˆ∇ppt

ρ
` gηt `

1

2
u2q `∇ˆ ν∇2u`∇ˆ µpF ´ vq (2.19)

ñ
Bω

Bt
` pu ¨∇qpω ` fq ` pω ` fq∇ ¨ u “ν∇2ω ` µpωF ´ ωq (2.20)

ñ
Bζ

Bt
` pu ¨∇qpζ ` fq ` pζ ` fq∇ ¨ u “ν∇2ζ ` µpζF ´ ζq (2.21)

The next step is to combine this equation with the continuity equation (2.14) by replacing the divergence of the
velocity in (2.21). We add the coriolis term to the time derivative, we can do this because the earth rotation is
constant in time and therefore the time derivative is zero.

Bζ

Bt
` pu ¨∇qpζ ` fq ´ pζ ` fq

h
p
Bh

Bt
` u ¨∇hq “ν∇2ζ ` µpζF ´ ζq (2.22)

ñ
1

h

B

Bt
pζ ` fq ` pu ¨∇q pζ ` fq

h
´
pζ ` fq

h2
p
Bh

Bt
` u ¨∇hq “ 1

h

`

ν∇2ζ ` µpζF ´ ζq
˘

(2.23)

ñ
B

Bt
p
ζ ` f

h
q ` pu ¨∇qpζ ` f

h
q “

1

h

`

ν∇2ζ ` µpζF ´ ζq
˘

(2.24)

ñ
BQ

Bt
` u ¨∇Q “ 1

h

`

ν∇2ζ ` µpζF ´ ζq
˘

(2.25)

In the first step we divide by h as to recognize the quotient rule for derivatives in step two. In the third step we
defined the quantity Q which we will call the shallow water potential vorticity. The potential vorticity will play a
crucial role in the rest of the derivations. We actually see from eq. (2.25) that in the absence of friction (i.e. ν “ 0)
and other forcing terms, the potential vorticity is conserved. The problem we now face is that the relation between
u and Q is not unique, so we do not have a closed equation that can be solved in time.

2.3 Two-layer quasi-geostrophic model

Continuing from our newly acquired shallow water potential vorticity equation, we will first introduce the concept
of multiple layers and then add a new set of approximations to arrive at the equations for so called quasi-geostrophic
flow. Pure geostrophic flow means that the Coriolis force exactly balances the pressure forces so that the flow is
along lines of equal pressure. The term ”quasi” simply indicates that the Coriolis and pressure force almost balance
out, but a small contribution of advection is still present.

2.3.1 Layers

We will start by stacking two shallow water models with constant but different densities on top of each other to
obtain a model with discrete layers. This approximation to the actual continuous stratification in the atmosphere
is questionable. However, such a model shows many interesting geophysical phenomena while remaining easy to use
in calculations. In the following subscripts on the fields will denote the layer index, ζ1 and ζ2 being the vorticity
of respectively the top layer and bottom layer. A schematic view of this model is given in fig. 2.2. We have for
each layer a fluid height hnpx, yq, consisting of a a mean fluid height Hn and deviations from this mean h1npx, yq.
We also assume a flat bottom topography ηb “ 0 and we can define the interface heights ηn and the corresponding
interface displacements from the mean. The bottom surface η2 of layer one is now the top surface of layer two and
through this interface, the layers gain a coupling of their flow fields. We can summarize the height variables by:

η1px, yq “h1px, yq ` h2px, yq η2px, yq “h2px, yq (2.26)

η11px, yq “h
1
1px, yq ` h

1
2px, yq η12px, yq “h

1
2px, yq (2.27)

Using hydrostatic balance, as we did in eq. (2.10) for the single layer, we can express the pressure for each layer
in layer heights ηn, again with a pressure at the top surface pt. However this time we assume this pressure to be

8



Figure 2.2: Schematic cross section of the two-layer quasi-geostrophic model, with its surface and fluid height
variables.

constant7.

p1px, yq “pt ` ρ1gpη1px, yq ´ zq p2px, yq “pt ` ρ2gpη2px, yq ´ zq ` ρ1gph1px, yqq

“pt ` ρ2gpη2px, yq ´ zq ` ρ1gpη1px, yq ´ η2px, yqq

Taking the horizontal gradient of these expressions for pressure and dropping the explicit px, yq dependence of the
surface heights to keep notation uncluttered:

∇p1 “ρ1∇gpη1q ∇p2 “g∇pρ2pη2q ` ρ1pη1 ´ η2qq

“g∇ pρ2pη2q ` ρ2pη1 ´ η2q ` pρ1 ´ ρ2qpη1 ´ η2q

“ρ2∇
`

gη1 ` g
1pη2 ´ η1

˘

(2.28)

where g1 “ g ρ2´ρ1ρ2
is called the reduced gravity and where we lost the extra pressure term on top, since it is assumed

constant. We can write down the potential vorticity and its evolution equation for both layers, similar to (2.25)8.

Qn “
f ` ζn
hn

(2.29)

BQn
Bt

` u ¨∇Qn “
1

hn

`

ν∇2ζn ` µpζF ` ζq
˘

(2.30)

2.3.2 Quasi-geostrophic potential vorticity

First we will sum up the assumptions that will lead us through the derivation of the quasi-geostrophic equations.

1. Near-geostrophic: The advective term is small and the Coriolis force and the pressure force are in approx-
imate balance. We introduce a measure for this balance called the Rossby number(Ro). The Rossby number
is defined as the ratio of the typical scale of the advective flow over the scale of the Coriolis term.

Ro ”
pU2Lq

f0U
“

U

fL
(2.31)

Where we have typical scales U , L and f0 for respectively the velocity, length and Coriolis force9. Note that
if the Rossby number is zero we recover pure geostrophic flow. For increasing Ro, the effects of the advective
term becomes more prominent.

7This is a good assumption for layers of fluid with air on top, say the ocean, since the pressure gradient in air is much smaller.
8The derivation is similar to the one layer case. The one thing that changes is the pressure expression of the bottom layer as it

will also include the pressure exerted by the gravity of the top layer, however the pressure term vanishes when we take the curl in the
derivation of the vorticity equation.

9Note that we take the constant part of the beta-plane Coriolis force. We already implicitly assume that the variation β is small
compared to f0. In approximation 3 we state this assumption explicitly.
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2. L „ Ld : The length scale of the motion is not significantly larger than the deformation scale Ld. The
deformation scale is the length scale at which gravitational effects are equally important as effects due to the
Coriolis force and is defined by:

Ld ”

?
gH

f0
(2.32)

For the layered shallow water equations this implies that variations in fluid height are small compared to the
total depth.

h1n ăă Hn (2.33)

3. |βL| ! |f0| : Variations of the Coriolis parameter over the length scale of motion are small compared to the
scale of the Coriolis parameter itself.

The first approximation is of course central to our model. The second represents a choice of parameter regime10.
The third approximation is then necessary to get an interesting flow domain11. We use the approximations to
rewrite the potential vorticity (2.29).

Qn “
f ` ζn
hn

“
f ` ζn

Hnp1` h1n{Hnq
(2.34)

«
1

Hn
pf ` ζnq

ˆ

1´
h1n
Hn

˙

Ð 2: Small surface variations, p1` xq´1 “ 1´ x`Opx2q

(2.35)

«
1

Hn

ˆ

f0 ` βy ` ζn ´ pf0 ` βy `��@@ζn q
h1n
Hn

˙

Ð 1: Rossby number is small, f " ζn

(2.36)

«
1

Hn

ˆ

f0 ` βy ` ζn ´ pf0 `��ZZβy q
h1n
Hn

˙

Ð 3: Variations in Coriolis force are small

(2.37)

The constant f0{Hn has no effect on the evolution equation, and we end up with the quasi-geostrophic potential
vorticity:

qn “ βy ` ζn ´ f0
h1n
Hn

(2.38)

This quantity will evolve according to Dqn{Dt “ 0 in the absence of viscosity, forcing and damping. To be able to
say something about this evolution, however, we need to know how the interface hn evolves in time. For this we use
perfect geostrophic balance to get an expression for the velocity in terms of interface height. Perfect geostrophic
flow for our two layers is described by:

f0k̂ˆ un “ ´
1

ρn
∇pn (2.39)

Inserting eq. (2.28) for the pressure gradients in (2.39) gives an expression for the velocity vectors in terms of surface
deviations.

f0k̂ˆ u1 “´ g∇η11 f0k̂ˆ u2 “´ g∇η11 ´ g1∇pη12 ´ η11q (2.40)

Where we could switch to the layer depth deviations due to the fact that the layer depths only appear as derivatives
and the mean layer depth is of course constant. Next we introduce a useful quantity called the stream function,
implicitly defined by setting its curl equal to the velocity vector.

u “

ˆ

u
v

˙

“

˜

´
Bψ
By
Bψ
Bx

¸

“ ∇ˆ ψ (2.41)

10The alternative, where L2 ąą L2
d, leads us to the so called planetary geostrophic equations which are on earth not applicable to

the atmosphere and only to the ocean on very large scales
11Choosing β to be of the same order as f0 would give a situation where only zonal flow (in the x-direction) is present. It has been

suggested that the banded pattern on the giant planets in our solar system, like Jupiter, originates from this mechanism.
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Using (2.40), we can write this stream function as a function of surface heights.

ψ1 “
g

f0
η11 ψ2 “

g

f0
η11 `

g1

f0
pη12 ´ η

1
1q (2.42)

From these we can get an expression for the surface deviations η1n and finally using (2.27) also the layer height
deviations h1n.

η11 “
f0

g
ψ1 η12 “

f0

g
ψ1 `

f0

g1
pψ2 ´ ψ1q (2.43)

h11 “ η11 ´ η
1
2 “

f0

g1
pψ1 ´ ψ1q h12 “ η12 “

�
��@
@@

f0

g
ψ1 `

f0

g1
pψ2 ´ ψ1q (2.44)

The first right hand term in the expression for the second layer in 2.44 is dropped to make the system simpler. This
is the assumption of a rigid lid instead of a free surface. The approximation is justified for two immiscible layers
that have comparable densities by [Duchene, 2014]. Inserting 2.44 in 2.38 we get the quasi-geostrophic potential
vorticity for each layer in terms of the stream function.

q1 “ βy ` ζ1 ` Γ1pψ2 ´ ψ1q (2.45a)

q2 “ βy ` ζ2 ` Γ2pψ1 ´ ψ2q (2.45b)

with the interface interaction parameters Γn “ f2
0 {pg

1Hnq. Using the definition of the stream function (2.41) we
can rewrite the advection term of (2.30) as a Jacobian operator.

un ¨∇qn “ un
Bqn
Bx

` vn
Bqn
By

“
Bψn
Bx

Bqn
By

´
Bψn
By

Bqn
Bx

“ J pψn, qnq (2.46)

This quasi-geostrophic potential vorticty is then advected as follows, when we recover the additional forcing term.

Bqn
Bt
` Jpψn, qnq “ Fn ´Dn (2.47)

With F “ µpζf ´ ζq the forcing term combined with the linear damping term and D “ ´ν∇2ζn the dissipation or
viscous term. It is in fact useful to take the term including β out of the potential vorticity since it is constant in
time and write it explicitly in the evolution equation so we get the following system.

q11 “ζ1 ` Γ1pψ2 ´ ψ1q (2.48a)

q12 “ζ2 ` Γ2pψ1 ´ ψ2q (2.48b)

Bq1n
Bt
` Jpψn, q

1
nq ` β

Bψn
Bx

“ Fn ´Dn (2.49)

11



Chapter 3

Conserved quantities

In a two dimensional model with uniform thickness the only type of energy that is of interest is the kinetic energy.
Now due to the two layers of different density and a variable interface, we also get a potential energy term (PE)
and conversion between potential and kinetic energy will be possible. The total energy of the system, in absence
of forcing and damping, remains conserved, but the kinetic energy per layer or as a total is no longer a conserved
quantity.

3.1 Kinetic energy

The kinetic energy is in general given by KE “ 1
2mv

2. For a continuous flowing medium we should integrate this
quantity over the full domain to account for the variable velocity field. In our two layer model we find for each
layer a kinetic energy of1:

KEn “
1

2
ρn

ż 2π

0

ż 2π

0

ż Hn

0

u2
n dx dy dz (3.1)

“´
1

2
ρnHn

ż 2π

0

ż 2π

0

ψnζn dx dy (3.2)

In the second equality we have made use of the definition of the stream function and the product rule:

u2 “∇ψ ¨∇ψ (3.3)

“��
���XXXXX∇ ¨ pψ∇ψq ´ ψ∇2ψ (3.4)

Where the first term on the right hand side cancels due to Gauss’ theorem and the periodic boundary conditions.
In the same way it can be shown that for the derivative of the kinetic energy we get a similar expression.

d

dt
KEn “ρn

ż 2π

0

ż 2π

0

ż Hn

0

un
Bun
Bt

dx dy dz (3.5)

“´ ρnHn

ż 2π

0

ż 2π

0

ψn
Bζn
Bt

dx dy (3.6)

3.2 Available potential energy

Subsequently we investigate how to set up an expression for the potential energy. Since we have incompressible
fluids, the only candidate is gravity. For gravitational potential energy we write in general PE “ mgh, where h is
relative to a certain reference height on which the potential energy is defined zero. The system of two immiscible

1It turns out that, in a hydrostatic layer, we only need to consider the kinetic energy associated with the horizontal velocity field u.
Note that this field is independent of height within the layer.
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fluids has lowest energy when the interface is flat and therefore situated at H2, with the fluid of lowest density on
top. We let this be our reference state and define the available potential energy (APE) to be the potential energy
minus that of the reference state. This time we will integrate over the full domain, including both layers. Note that
the assumptions of a flat bottom and rigid lid on top are reflected by the integration domains.

APE “

ż 2π

0

ż 2π

0

˜

ż H2`h
1
2

0

gρ2z dz `

ż H1`H2

H2`h1
2

gρ1z dz

¸

dx dy (3.7)

´

ż 2π

0

ż 2π

0

˜

ż H2

0

gρ2z dz `

ż H1`H2

H2

gρ1z dz

¸

dx dy (3.8)

“

ż 2π

0

ż 2π

0

gpH2h
1
2 `

1

2
ph12q

2qpρ2 ´ ρ1q dx dy (3.9)

“g
1

2
pρ2 ´ ρ1q

ż 2π

0

ż 2π

0

ph12q
2 dx dy (3.10)

“
ρ2f

2
0

2g1

ż 2π

0

ż 2π

0

pψ2 ´ ψ1q
2 dx dy (3.11)

Where in the second step we used that integrating all interface height deviations (h12) over the horizontal domain
must be zero due to the conservation of mass. In the third step we inserted the expression of h12 in terms of the
stream function from eq. (2.44). We can also show that for the time derivative of the available potential energy we
get:

d

dt
APE “

ρ2f
2
0

2g1

ż 2π

0

ż 2π

0

B

Bt
pψ2 ´ ψ1q

2 dx dy (3.12)

“
ρ2f

2
0

2g1

ż 2π

0

ż 2π

0

2pψ2 ´ ψ1q
B

Bt
pψ2 ´ ψ1q dx dy (3.13)

“
ρ2f

2
0

g1

ż 2π

0

ż 2π

0

´ψ1
B

Bt
pψ2 ´ ψ1q ´ ψ2

B

Bt
pψ1 ´ ψ2q dx dy (3.14)

3.3 Total energy

We decide to make the approximation2 ρ1 “ ρ2 “
ρ1`ρ2

2 , which is true if the density difference between the layers
is relatively small. So adding up up all energy contributions we get from (3.6) and (3.14):

Etot “KE1 `KE2 `APE

“

ż 2π

0

ż 2π

0

´
1

2
ρ1H1ψ1ζ1 ´

1

2
ρ2H2ψ2ζ2 `

ρ2f
2
0

2g1
pψ2 ´ ψ1q

2 dx dy

“
C

2

ż 2π

0

ż 2π

0

´
1

Γ1
ψ1ζ1 ´

1

Γ2
ψ2ζ2 ` pψ2pψ2 ´ ψ1q ´ ψ1pψ2 ´ ψ1qq dx dy (3.15)

“
C

2

ż 2π

0

ż 2π

0

ˆ

´
1

Γ1
ψ1ζ1 ´ ψ1pψ2 ´ ψ1q

˙

dx dy `

ż 2π

0

ż 2π

0

ˆ

´
1

Γ2
ψ2ζ2 ´ ψ2pψ1 ´ ψ2q

˙

dx dy

“´
C

2

ż 2π

0

ż 2π

0

ˆ

1

Γ1
ψ1q

1
1 `

1

Γ2
ψ2q

1
2

˙

dx dy (3.16)

where we have defined C “
f2
0

g1

ρ1`ρ2
2 . We recognize in the last step that, using (2.48), we can express the total

energy in terms of the reduced potential vorticity and the stream functions. Even though we have made some

2This approximation can be made because of some of the approximations we made before in our derivation. For example the rigid
lid approximation is bound to distort the energy budget.
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approximations in the derivation of the energy, we can show that the quantity (3.16) is conserved by taking the
time derivative of expression eq. (3.15).

dEtot
dt

“
C

2

ż 2π

0

ż 2π

0

´
1

Γ1

ˆ

Bψ1

Bt
ζ1 ` ψ1

B

Bt
ζ1

˙

´
1

Γ2

ˆ

Bψ2

Bt
ζ2 ` ψ2

B

Bt
ζ2

˙

`

ˆ

Bψ2

Bt
pψ2 ´ ψ1q ` ψ2

B

Bt
pψ2 ´ ψ1q ´

Bψ2

Bt
pψ2 ´ ψ1q ´ ψ2

B

Bt
pψ2 ´ ψ1q

˙

“
C

2

ż 2π

0

ż 2π

0

´
2

Γ1
ψ1
Bζ1
Bt
´

2

Γ2
ψ2
Bζ2
Bt
` 2

ˆ

ψ2
B

Bt
pψ2 ´ ψ1q ´ ψ1

B

Bt
pψ2 ´ ψ1q

˙

“C

ż 2π

0

ż 2π

0

´
1

Γ1
ψ1
Bq11
Bt
´

1

Γ2
ψ2
Bq12
Bt
“ C

ż 2π

0

ż 2π

0

´
1

Γ1
ψ1
Bq1

Bt
´

1

Γ2
ψ2
Bq2

Bt
(3.17)

Where we use that Bψn

Bt ζn “
Bψn

Bt ∇
2ψn “

B∇2ψn

Bt ψn “
Bζn
Bt ψn. Also note that the β term in the potential vorticity

is constant in time and therefore does not contribute to the energy budget. Since we only have the time derivative
of q1n, we can choose to replace it with qn to obtain the last expression. When we insert the potential evolution
equation (2.47) into eq. (3.17) we see that the Jacobian vanishes due to the product with ψn, the integration over
a periodic domain (enabling the interchange of the Jacobian operator ψnJ pψn, qnq “ J pψn, ψnqqn) and the fact
that the Jacobian of two equal fields is zero. Therefore we are only left with an integration over the viscosity and
forcing term, which is exactly the energy conservation statement: in absence of friction and external forcing, the
energy is conserved.

dEtot
dt

“C

ż 2π

0

ż 2π

0

´
1

Γ1
ψ1
Bq1

Bt
´

1

Γ2
ψ2
Bq2

Bt

“C

ż 2π

0

ż 2π

0

´
ÿ

n“t1,2u

1

Γn
ψn

`

µpζf ´ ζq ` ν∇2ζn
˘

(3.18)

3.4 Potential enstrophy

We introduce another quantity that is conserved in the model and that can be used as diagnostic to compare
different parameterizations. It is called potential enstrophy and can be seen as a measure of rotational kinetic
energy. We see from the evolution equation (2.30) that, without forcing and dissipation, the potential vorticity qn is
a materially conserved quantity. Because potential vorticity is a conserved quantity, any function of qn is conserved
as well. The conservation of potential enstrophy can be derived in a similar way as energy conservation from the
evolution equation, this time multiplying by qn.

dZn
dt

“ 0, Z “
1

2

ż 2π

0

ż 2π

0

q2
n dx dy

Note that, unlike the energy, the enstrophy is conserved within each layer as well as in the whole system. In
fact, because potential vorticity is conserved, any arbitrary function of potential vorticity fpqnq is also conserved.
Enstrophy is just one of the infinite number of conserved quantities in the system.
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Chapter 4

Spectral representation

For the parameterization of our model it is convenient to expand the streamfunction and potential vorticity as
an infinite series of complex exponentials. Advantages of this representation are that a propagating wave can be
solved exactly and that the analysis becomes easier. At the base of these advantages is the fact that when using
the spectral representation, calculating the spatial derivatives becomes very easy. We will start in section 4.1 by
defining the space of spectral modes and their derivatives and introduce notation. In section 4.2 we will derive the
potential vorticity for a single mode in terms of ζ and define the transformation matrix to be able to switch between
q and ζ. Next we will write down the potential vorticity equations for both layers in section 4.3. This chapter will
conclude with the expression of energy and energy tendency in spectral coefficients, needed for the parameterization
and diagnostics.

4.1 Basis functions and derivatives

Using a general Fourier series, we can express any two dimensional field, for example the vorticity ζn, as:

ζn “
ÿ

k

ζn,kptqYkpx, yq “
ÿ

kPT
ζn,ke

ikx “
ÿ

kx

ÿ

ky

ζn,kxkye
ikxxeikyy, (4.1)

where the combined wave number k is in the vector space T consisting of all possible wave numbers with components
kx and ky. Similar expansions can be made for qn and ψn, using corresponding coefficients qn,k and ψn,k. The
functions Yk are orthonormal with respect to the inner product

pξ, χq “

ˆ

1

2π

˙2 ż 2π

0

ż 2π

0

ξpx, yq˚χpx, yqdxdy, (4.2)

which is, they satisfy pYk, Yk1q “ δkk1 , with δ the Kronecker delta. Due to this orthonormality the coefficients ζn,k
can be calculated by the inner products

ζn,k “ pYk, ζnq “

ˆ

1

2π

˙2 ż 2π

0

ż 2π

0

Y ˚k ζn dxdy (4.3)

The spectral coefficients of the spatial derivatives of a field can be calculated by the inner product of the derivative
of the field
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ˆˆ

B

Bx

˙pˆ
B

By

˙q

ψ

˙

k

“

˜

Yk,

ˆ

B

Bx

p
B

By

q

ψ

˙

¸

“

ˆ

1

2π

˙2 ż 2π

0

ż 2π

0

e´ikxxe´ikyy
ˆ

B

Bx

˙pˆ
B

By

˙q
ÿ

k1
x

ÿ

k1
y

ψk1
xk

1
y
eik

1
xxeik

1
yy dxdy

“

ˆ

1

2π

˙2 ż 2π

0

ż 2π

0

e´ikxxe´ikyy
ÿ

k1
x

ÿ

k1
y

pik1xq
ppik1yq

qψk1eik
1
xxeik

1
yy dxdy

“ pikxq
ppikyq

qψk (4.4)

Here we see the primary reason for formulating the model in spectral coefficients. The spatial derivative becomes a
simple multiplication by the corresponding wave number. In particular the spectral coefficients of the vorticity are
given, using (2.41) in terms of the streamfunction by:

ζk “ p∇2ψqk “

˜

ˆ

B

Bx

˙2

ψ `

ˆ

B

By

˙2

ψ

¸

kxky

“ ´pk2
x ` k

2
yqψkxky “ ´k

2ψk. (4.5)

4.2 Potential vorticity transformation

We saw in eq. (2.45) that we can express the quasi-geostrophic potential vorticity in terms of relative vorticity
and the stream function. When we go to a spectral representation, it can be easily shown that the expression for
potential vorticity still holds.

q1,k “ pβyqk ` ζ1,k ` Γ1pψ2,k ´ ψ1,kq (4.6)

q2,k “ pβyqk ` ζ2,k ` Γ2pψ1,k ´ ψ2,kq (4.7)

The same is true for the reduced potential vorticity in (2.48):

q11,k “ ζ1,k ` Γ1pψ2,k ´ ψ1,kq (4.8)

q12,k “ ζ2,k ` Γ2pψ1,k ´ ψ2,kq (4.9)

Using these equations we can write out a transformation matrix for the relation between q1n,k and ζn,k:

„

q11,k
q12,k



“

„

1` Γ1

k2 ´Γ1

k2

´Γ2

k2 1` Γ2

k2

 „

ζ1,k
ζ2,k



(4.10)

„

ζ1,k
ζ2,k



“
1

DetpMq

„

1` Γ2

k2
Γ1

k2

Γ2

k2 1` Γ1

k2

 „

q11,k
q12,k



(4.11)

4.3 Vorticity equation

All terms of the evolution equation for reduced vorticity (2.49) can now be written in their spectral representation.

Bqn
Bt

“
ÿ

kPT

Bqn,k
Bt

Yk

Jpψn, qnq “
ÿ

kPT
pJpψn, qnqqkYk

Bψn
Bx

“ ´
ÿ

kPT

ikx
k2

ζn,kYk

∇2ζn “ ´
ÿ

kPT
k2ζn,kYk
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We adapt a somewhat strange notation for the spectral coefficients of the Jacobian term. This is due to the fact
that the Jacobian itself is an operator and we mean to obtain the spectral coefficients of the field that this operator
produces. However, the Jacobian operation is still performed in grid space. Thus to compute the Jacobian term in
spectral space we first need to transform the spectral fields ψn,k and qn,k to their grid space representation using
(4.1), then evaluate the Jacobian and finally transform the result back to spectral space using (4.3)1. Even though
we need two Fourier transforms to switch between physical and spectral space and back again, this approach is
considerably faster than doing the operation in spectral space, as was conceived by [Orszag, 1970]. We get the time
evolution of a reduced potential vorticity coefficient q1nk, by taking the inner product with the basis function Yk.

Bq1n,k
Bt

“ ´Jpψn, q
1
nqk ´

ikx
k2

ζn,k ` µpζf ´ ζq ´ k
2ζn,k (4.12)

This equation tells us, given coefficients ζn,k and q1n,k at a certain time, the change of the coefficient Bq1n,k after a
time step Bt. It can be implemented, using the transformation matrices (4.10) and (4.11) to relate ζn,k and q1n,k.

1Actually, before transforming the fields to grid space, first the necessary derivatives to compute the Jacobian are obtained, as this
is very easy in spectral space. These derivative fields are then transformed to grid space. The Jacobian operation then only consists of
multiplications and subtraction of these fields.
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Chapter 5

Parameterization

To construct a computer model, the infinite sums in the previous section must be truncated, leaving a region of
resolved modes (R) and unresolved modes (U). However, any truncation will lead to errors in the model’s behaviour
and thus we need to modify the evolution equation to counteract these errors. This is called the parameterization
of the unresolved scales and can be done in several ways. A simple, yet conventional approach is to increase the
viscosity, with the idea of draining extra energy from mainly the small scales. However, [Thuburn et al., 2013]
shows that this may have adverse effects. Due to the large amount of energy that is present in the large scales
compared to the small scales, the increased viscosity also has the largest impact at the large scales. We will
nevertheless use this approach to compare our own parameterization with. Our own parameterization belongs to
a class of parameterizations where the unresolved scales are replaced by a probability density function (PDF).
What distinguishes this new parameterization from others in the same class, is how the PDF is obtained, namely
using the principle of maximum information entropy. The derivations given here will follow the line of reasoning
of [Verkley et al., 2016]. First the equations will be decomposed into a resolved and unresolved part in section
5.1. Next the principle of maximum entropy will be introduced. From maximizing the expression for information
entropy, a probability density function for the spectral coefficients of the flow field is derived in section 5.2. Finally
in section 5.3 the functional form of the obtained PDF is exploited to get the expectation value , which is then
inserted into the model equations.

5.1 Decomposition

Evolution equation

First we decompose our fields ζn, ψn and qn in resolved and unresolved modes ζRn and ζUn etc. As we want an
expression for the evolution of these fields we need to decompose eq. (2.47) which contains a Jacobian matrix so
that we also discern the resolved JR and unresolved JU parts of the Jacobian1. Then we decompose the potential
vorticity evolution equation into a resolved and unresolved part and for the direct computation of the resolved
states we get:

dqRn
dt

` JRpψR
n ` ψ

U
n , q

R
n ` q

U
n q “ ν∇ζRn ` µpFR

n ´ ζ
R
n q (5.1)

dqUn
dt

` JU pψR
n ` ψ

U
n , q

R
n ` q

U
n q “ ν∇ζUn ` µpFU

n ´ ζ
U
n q (5.2)

Equation (5.2) will not be evaluated as it concerns the evolution of unresolved modes. In eq. (5.1) we still have
a contribution from the unresolved scales in the Jacobian term, here we see the nonlinearity of the problem at
hand. By truncating the model we lose this contribution and it is the task of a parameterization to replace it.
Our approach of parameterization is to assume that the unresolved coefficients can be represented by a probability

1Formally, in the decomposition of the Jacobian we use the notation JU p...q to represent the operation PUJp...q where P is an
orthogonal projection operator that projects upon the unresolved subspace U of all basis functions in terms of which ζ, ψ and q are
represented, JR is defined correspondingly for the resolved domain.
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density function. The exact deterministic evolution will be lost by the transition to a stochastic function. However
the statistical characteristics of the flow evolution should be conserved.〈

dqRn
dt

〉
`
〈
JRpψR

n ` ψ
U
n , q

R
n ` q

U
n q
〉
“
〈
ν∇ζRn

〉
`
〈
µpFR

n ´ ζ
R
n q
〉

(5.3)

To get definite values for the computer model from the stochastic function, we could sample the distribution as
for example investigated by [Crommelin and Verheul, 2016]. We will take the simpler approach of determining the
expectation value of the distribution (5.3). For the purely resolved terms the expectation value equals the term
itself since these can be explicitly computed. The Jacobian can be expanded to give2〈

JR `

ψR
n ` ψ

U
n , q

R
n ` q

U
n

˘〉
“
〈
JR `

ψR
n , q

R
n

˘〉
`
〈
JR `

ψR
n , q

U
n

˘〉
`
〈
JR `

ψU
n , q

R
n

˘〉
`
〈
JR `

ψU
n , q

U
n

˘〉
“ JR `

ψR
n , q

R
n

˘

` JR `

ψR
n ,
〈
qUn
〉˘
` JR `〈

ψU
n

〉
, qRn

˘

`
〈
JR `

ψU
n , q

U
n

˘〉
“ JR `

ψR
n `

〈
ψU
n

〉
, qRn `

〈
qUn
〉˘
´ JR

n

`〈
ψU
n

〉
,
〈
qUn
〉˘
`
〈
JR
n

`

ψU
n , q

U
n

˘〉
(5.4)

Thus we end up with the following expression for the evolution of resolved potential vorticity coefficients:

dqRn

dt
` J nR

`

ψR
n `

〈
ψU
n

〉
, qRn `

〈
qUn
〉˘
´ JR

n

`〈
ψU
n

〉
,
〈
qUn
〉˘
`
〈
JR
n

`

ψU
n , q

U
n

˘〉
“ ν∇ζRn ` µpFR

n ´ ζ
R
n q (5.5)

We can now evaluate the time evolution of potential vorticity if we have an expression for the expectation value of
the unresolved coefficients.

Energy tendency

Anticipating section 5.2 we also derive an expression for the decomposed energy tendency. In (3.16) and (3.17) we
now recognize the inner product (4.2) and we can therefore write the energy and its tendency as

E “
ÿ

nPt1,2u

Gnp´
1
2ψn, qnq (5.6)

d

dt
E “

ÿ

nPt1,2u

Gn

ˆ

´ψn,
Bqn
Bt

˙

(5.7)

where we have Gn “
C

p2πq2Γn
. The energy can be decomposed in resolved and unresolved parts3:

E “ ´
1

2

ÿ

nPt1,2u

Gnpψ
R
n ` ψ

U
n , q

R
n ` q

U
n q “ ´

1

2

ÿ

nPt1,2u

Gnpψ
R
n , q

R
n q ´

1

2

ÿ

nPt1,2u

Gnpψ
U
n , q

U
n q “ ER ` EU (5.8)

In a similar way the energy tendency is treated, and we use (5.2) to get an expression for the unresolved energy
tendency in terms of the resolved and unresolved vorticity fields.

dEU

dt
“

ÿ

nPt1,2u

Gn

„

´pψU
n ,
BqUn
Bt
q



“
ÿ

nPt1,2u

Gn
“

pψn, J
U pψR

n ` ψ
U
n , q

R
n ` q

U
n qq ´ νpψ

U
n ,∇2ζUn q ´ µpψ

U
n , pF

U
n ´ ζ

U
n qq

‰

“
ÿ

nPt1,2u

Gn
“

pψU
n , Jpψ

R
n , q

R
n qq ´ pψ

R
n , Jpψ

U
n , q

U
n qq ´ νpζ

U
n , ζ

U
n q ´ µpψ

U
n , pF

U
n ´ ζ

U
n qq

‰

(5.9)

2Note that the Jacobian is a bilinear operator and that the operation of averaging and projecting the Jacobian can be interchanged.
3Here we use that our basis functions are orthogonal with respect to the inner product, so there are no cross terms.
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A similar expression can be made for the resolved part of the spectrum:

dER

dt
“

ÿ

nPt1,2u

Gn

„

´pψR
n ,
BqRn
Bt
q



“
ÿ

nPt1,2u

Gn
“

pψR
n , Jpψ

U
n , q

U
n qq ´ pψ

U
n , Jpψ

R
n , q

R
n qq ´ νpψ

R
n ,∇2ζRn q ´ µpψ

R
n , pF

R
n ´ ζ

R
n qq

‰

“
ÿ

nPt1,2u

Gn
“

pψR
n , Jpψ

U
n , q

U
n qq ´ pψ

U
n , Jpψ

R
n , q

R
n qq ´ νpζ

R
n , ζ

R
n q ´ µpψ

R
n , pF

R
n ´ ζ

R
n qq

‰

(5.10)

Total energy in our system should be conserved apart from the sources and sinks. We see that this holds when
we add equations (5.9) and (5.10), because it reduces to the sum of the forcing and viscosity energy terms in both
layers.

dE

dt
“

ÿ

nPt1,2u

Gn
“

´νpψn,∇2ζnq ´ µpψn, pFn ´ ζnqq
‰

(5.11)

To work with (5.9) in our model we need to express the equation in spectral coefficients. With the inner product in

spectral space pξ, χq “
ř

k

ξ˚kχk. When the inner product is over two equal fields we can take the norm |ξ|2. Written

out, (5.9) becomes:

dEU

dt
“

ÿ

nPt1,2u

Gn

«

ÿ

kPU
ψ˚n,kpYk, Jpψ

R
n , q

R
n qq ´

ÿ

kPU

ÿ

k1PU
ψ˚n,kqn,k1pψR

n , JpYk, Yk1qq

´ ν
ÿ

kPU
|ζn,k|2 ´ µ

ÿ

kPU
ψ˚n,kpFn,k ´ ζn,kqq

ff

(5.12)

This can be rearranged by gathering similar terms and using k2ψn “ ´ζn.

´
dEU

dt
“

ÿ

nPt1,2u

ÿ

kPU
Gn

„ˆ

µ` νk2

k2

˙

|ζn,k|2 `
χn,k
k2

ζ˚n,k



´
ÿ

nPt1,2u

ÿ

kPU

ÿ

k1PU
Gn

„

ξn,k,k1

k2
ζ˚n,kqn,k1

 (5.13)

χn,k “ pYk, Jpψ
R
n , q

R
n qq ´ µFn,k (5.14)

ξn,k,k1 “ pψR
n , JpYk, Yk1qq (5.15)

We will now make the rather crude approximation to ignore the last term in (5.13). A similar approximation was
made by [Verkley et al., 2016] and [Zwaal, 2016] without a priori justification. We rely on the numerical a posteriori
justification of [Zwaal, 2016] that the term is indeed slightly smaller. The main reason for this approximation is to
simplify further calculations and reduce computational costs. The expression for the unresolved energy tendency,
that will be used to construct the parameterization, has now been reduced to:

´
dEU

dt
“

ÿ

nPt1,2u

ÿ

kPU
Gn

„ˆ

µ` νk2

k2

˙

|ζ1,k|2 `
χn,k
k2

ζ˚n,k



(5.16)

5.2 Maximum information entropy

We use the principle of maximum information entropy as conceived by [Jaynes, 2003] to get an expression for the
probability density distribution of the spectral coefficients of the unresolved scales. The principle states that, while
taking into account all possible distributions under the constraints that form our prior information, the distribution
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that is the best representative of our knowledge is the one with maximum entropy. We adopt Jaynes’ expression
of information entropy SI of the PDF PpζUk q 4 and calculate the variation in this quantity due to a change in the
PDF.

SI “ ´

ż

PpζUk q log
PpζUk q
MpζUk q

dζUk δSI “ ´

ż

δPpζUk q
„

log
PpζUk q
MpζUk q

` 1



dζUk

The distributionMpζUk q represents a priori information about the values of the coefficients. Since we have no such
information we set it to 1, representing a uniform distribution. We assume two constraints on the distribution: first
that it is normalized and second, that the energy transport from and to the unresolved scales is in equilibrium on
the timescales of the resolved scales.

〈1〉 “
ż

PpζUk qdζUk “ 1〈
dEU

dt

〉
“

ż

PpζUk q
dEU

dt
pζUk qdζ

U
k “ 0

δ 〈1〉 “
ż

δPpζUk qdζUk

δ

〈
dEU

dt

〉
“

ż

δPpζUk q
dEU

dt
pζUk qdζ

U
k

This last assumption is reasonable for most of the resolved scales, although near the truncation the timescale of
the resolved scales equals that of the unresolved and the assumption falters. Using Lagrangian multipliers ´ρ and
α for the constraints we can optimize the information entropy under the constraints by stating

0 “δSI ´ ρδ 〈1〉` αδ
〈
dEU

dt

〉
(5.17)

“´

ż

δPpζU q
„

log
PpζU q
MpζU q

` 1



dζU ´ ρ

ż

δPpζU qdζU ` α
ż

δPpζU qdE
U

dt
pζU qdζU (5.18)

“´

ż

δPpζU q
„

log
PpζU q
MpζU q

` 1´ ρ` α
dEU

dt



dζU (5.19)

Because this expression is true for any δPpζU q, the expression between brackets should be zero. This gives, taking
MpζU q “ 1,

PpζU q “ 1

Z
exp

”

αdE
U

dt pζ
U q
ı

(5.20)

“
ź

kPU

1

Z
exp

ÿ

nPt1,2u

´αGn

„ˆ

µ` νk2

k2

˙

|ζn,k|2 `
χn,k

µ` νk2
ζ˚n,k



(5.21)

“
ź

nP1,2

ź

kPU

1

Z
exp

„

´αGn

ˆ

µ` νk2

k2

˙

ˆ

ˆ

|ζn,k `
1

2

χn,k
µ` νk2

|2 ´ 1

4
| χn,k
µ` νk2

|2
˙

(5.22)

“
ź

nP1,2

ź

kPU
N pλn,k, σn,k, ζn,kq (5.23)

In the last step we have recognized the multivariate normal distribution

N pλn,k, σn,k, ζn,kq “
1

σ2
n,k2π

exp

˜

´
|ζn,k ´ λn,k|2

2σ2
n,k

¸

(5.24)

4With ζUk we denote the collection of all coefficients ζk where k P U and with the distribution PpζUk q its multivariate probability

density function. Consequently an integration over dζUk concerns a multiple integral over all unresolved coefficients.
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and identified the mean, variance and partition function of the distribution.

λn,k “´
1

2

χn,k
µ` νk2

“´
1

2

pYk, Jpψ
R
n , ζ

R
n qq ´ µFn,k

µ` νk2
(5.25)

σ2
n,k “

1

2

k2

αGn

ˆ

1

µ` νk2

˙

(5.26)

Z “
ź

nP1,2

ź

k

σ2
n,k2π exp

˜

|λn,k|2

2σ2
n,k

¸

(5.27)

5.3 Expectation value

The multivariate normal distribution has some useful properties concerning the expectation values5:

〈ζn,k〉 “λn,k (5.28)

〈ζn,kζn,k1〉 “λn,kλn,k1 ` σ2
kδkk1 (5.29)

〈aζn,k ` bζn1,k1〉 “a 〈ζn,k〉` b 〈ζn1,k1〉 (5.30)

Returning to equation (5.5) we can write down spectral representation for the expectation values of the fields using
the mean of the PDF’s. To keep the notation short while expanding qn, we introduce m “ 3 ´ n to represent the
other layer than n.〈

ψU
n

〉
“

ÿ

kPU
〈ψn,k〉Yk “

ÿ

kPU
´
λn,k
k2

Yk (5.31)〈
ζUn
〉
“

ÿ

kPU
〈ζn,k〉Yk “

ÿ

kPU
λn,kYk (5.32)

〈
qUn
〉
“

ÿ

kPU
〈qn,k〉Yk “

ÿ

kPU

〈
ζn,k `

Γn
k
pζm,k ´ ζn,kq

〉
Yk

“
ÿ

kPU

ˆ

〈ζn,k〉`
Γn
k2
p〈ζm,k〉´ 〈ζn,k〉q

˙

Yk “
ÿ

kPU

ˆ

λn,k `
Γn
k2
pλm,k ´ λn,kq

˙

Yk (5.33)

We get for the term
〈
JR `

ψU
n , q

U
n

˘〉
in (5.5) in spectral representation:〈

JR `

ψU
n , q

U
n

˘〉
“´

ÿ

kPU

ÿ

k1PU
JpYk, Yk1q 〈ψn,kqn,k1〉

“
ÿ

kPU

ÿ

k1PU

JpYk, Yk1q

k2

〈
ζn,k

ˆ

ζn,k1 `
Γn
k12
pζm,k1 ´ ζn,k1q

˙〉
“

ÿ

kPU

ÿ

k1PU

JpYk, Yk1q

k2
λn,k

ˆ

λn,k1 `
Γn
k12
pλm,k1 ´ λn,k1q

˙

“JR `〈
ψU〉 , 〈qU〉˘ (5.34)

Where we have used eqs. (5.29) and (5.30) in the third step, together with the fact that the second part of eq. (5.29)
is only nonzero in case of equal k in which case JpYk, Yk1q is zero. Because of this equality we can reduce eq. (5.5)
to:

dqR

dt
` JR `

ψR `
〈
ψU〉 , qR ` 〈qU〉˘ “ ν∇ζR ` µpFR ´ ζRq (5.35)

The parameterization now consists of replacing
〈
ψU〉 in this equation using eqs. (5.14), (5.25) and (5.31),

5The third property is not unique to a normal distribution but is true for any probability distribution.
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〈
ψU
n

〉
“

ÿ

kPU
´
λn,k
k2

Yk

“
ÿ

kPU

1

2

pYk, Jpψ
R
n , ζ

R
n qq ´ µFn,k

k2pµ` νkq
Yk (5.36)

and likewise for
〈
qU
〉
, where the conversion from and

〈
ψU〉 to and

〈
qU
〉

follows from eq. (4.5) and section 4.2.
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Chapter 6

Results

This chapter discusses the experimental setup and diagnostic techniques and presents the results.

6.1 Experimental setup

The attempt to obtain stable turbulent flow fields resulted in parameters that were not deduced from physical
systems but could produce a steady flow field with enough detail and at the same time contain the phenomena that
make the quasi-geostrophic system interesting. With this tuning process, we ended up with system parameters as
in ??. Even though no units were introduced into the equations that define the quasi-geostrophic model, we have
made several assumptions that put constraints on the model parameters. We know that the Rossby number must
be in the order of 0.1 and Γn is in the order of the inverse Rossby number. We choose Γ1 to be 1.5 times Γ2 and
Γ1`Γ2 “

1
Ro , so we get Γ1 “ 6 and Γ2 “ 4. The Coriolis variation was chosen to be 1

2 , which produced a westward
drift of the flow field yet the system could still become turbulent.
The viscosity coefficient was chosen such that a vorticity wave at the highest simulated wavenumber damps with
an e-folding time of 5 simulation time units. Here we use non-dimensional time units of 1

Ω with Ω being earth’s
angular velocity Ω “ 7.292 ¨ 10´5s´1 to express our simulation time in days1. The linear forcing and damping term
was scaled with µ to accomplish an e-folding time of 90 days.

ν “
1

5 ¨ 24 ¨ 60 ¨ 60

1

Ω

1

N2
“

6.34 ¨ 10´2

N2
(6.1)

µ “
1

90 ¨ 24 ¨ 60 ¨ 60

1

Ω
“ 1.76 ¨ 10´3 (6.2)

where N is the highest wavenumber in the simulation. To get the system in a statistical equilibrium we needed
to tune the forcing amplitude. A random forcing field was applied in the first layer, where the tunable parameter
determined the maximum amplitude of the forcing modes.
Each experiment compares the three different types of parameterizations with each other and a reference run as
listed in table 6.1. The reference run is performed at a model resolution of 256 as opposed to the parameterized
models which were truncated at a resolution of 128 spectral modes. The cutoff in the reference run has negligible
effect on the scales at the cutoff region in the truncated runs. In this sense we refer to the reference run as the
”truth”. Although we only calculate 128 spectral modes, the parameterizations and truncated experiment run at
full resolution to keep the viscosity and other resolution dependent terms the same.
The simulations performs 200 integration steps per time unit. We start all four runs with the same initial field.
This field is produced using a spin up run at full resolution starting from an all-zero vorticity field until the system
reaches a state of statistical equilibrium. The energy spectrum stabilizes after approximately 500 simulation days.

1Note that this does not necessarily mean that a time unit is equal to an earth day. We still have a very non-geophysical model with
non-physical forcing and damping terms and it would be wrong to say that a time unit represents a day in the earth’s atmosphere.
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Run Type Resolution Parameterization
Full res. 256 None
Not par. 128 None
Inc. vis. 128 Increased Viscosity

Max. ent. 128 Maximum Entropy

Table 6.1: Scheme of runs in each experiment

6.2 Vorticity fields

Serving as a first visual qualitative diagnostic, the vorticity fields were obtained from the simulations’ spectral fields
by performing a Fourier transformation back to grid point space. The animated vorticity fields show the expected
behavior of a quasi-geostrophic system. We see a clear beta-plane propagation to the left and we can discern Rossby
waves in the flow field. In section 6.2 the flow fields of the three parameterizations and the reference run can be
found for successive times after initialization using a spun up vorticity field. The images are sampled at 20, 70 and
120 days after initialization. We see that all simulations maintain a flow pattern similar to the full resolution run
even after 120 days. We found that this remained so for the rest of the simulation which is an interesting property
since the fields, although sharing the same initial field, run independent from the reference run and should lose their
correlation after considerable time. We do note that the structure of the fields is different for the for runs. The
full resolution run naturally has the most detail. The maximum entropy run resembles this detail very well, while
the unparameterized run has a grainy texture due the energy cascade which encounters a impenetrable wall at the
truncation. Energy heaps up at those small scales, causing the grainy texture. The high viscosity run seems more
smeared out, thereby losing the grainy texture we see in unparameterized run, but also losing the small details. If we
look closely at the encircled vortex in the t “ 120 series, we see the effect of the different types of parameterizations
and the fact that the unparameterized run and high viscosity run have distorted this vortex considerably more than
in the maximum entropy run, which conserves many of the small details from the full resolution.

6.3 Field correlation

For quantitative comparison of the forecast skill of the three simulations, the sample Pearson correlation coefficient
of the vorticity fields can be computed. We consider the collection of vorticity values of all N grid points of a single
time step as a sample. For an experiment E and reference run R, the correlation coefficient is then given by:

ρ “

N
ř

i“1

pEi ´ EqpRi ´Rq

d

N
ř

i“1

pEi ´ Eq2 ˆ

d

N
ř

i“1

pRi ´Rq2

(6.3)

This coefficient is calculated for the three models with the full resolution run as reference run at every 10 days.
As this is bound to give a rather noisy time evolution, the experiment was done for a small ensemble of five runs
starting from various initial fields. These initial fields are obtained by a long (40000 days) run on full resolution and
sampling new initial fields every 5000 days. By the chaotic nature of turbulent flow, these fields will be statistically
uncoupled. A similar approach has been followed in previous research on this parameterization [Kalverla, 2015].
The results for the full time series of layer 1 are shown in fig. 6.2a and truncated versions for both layers in figs. 6.2b
and 6.2c.
It can be seen that the maximum entropy parameterization improves over the unparameterized run in the first
120 days, while the increased viscosity performs worst. At approximately 150 days, the models become equally
correlated and remain fluctuating around a correlation coefficient of 0.5. The fields thus remain highly correlated,
even when they should be decoupled from the reference run. An explanation lies probably in the random forcing
that has the same time evolution in all runs. If this random forcing is too strong, the fields will constantly be
correlated strongly to the forcing field. To check this hypothesis, short ensemble runs were done with different
random seeds. The correlation coefficient for these runs dropped within several time units to zero, confirming the
strong influence of the forcing field.
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(a) t=20 (b) t=70 (c) t=120

Figure 6.1: Short times series of the states of all four runs. From top to bottom we have : (1) Full resolution,
(2) Maximum entropy parameterization, (3) Not parameterized, (4) High viscosity parameterization.
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(a)

(b) (c)

Figure 6.2: (a) The correlation coefficient (ρ) of layer 1 over the full time span; (b) and (c) the correlation coefficient
of respectively layer 1 and 2, truncated to contain the part of the time series until the forcing correlation is reached.
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6.4 Kinetic energy and enstrophy spectra

The kinetic energy or enstrophy spectrum of the flow field can be calculated by summing up the contributions from
all spectral coefficients for which kb ´

1
2 ď

?
k2 ă kb `

1
2 in bins for positive integers kb. There is however a non

homogeneous distribution of spectral coefficients over these bins because of the rectangular discrete grid combined
with the circular summation of contributions. The bins can be corrected for this artifact by a division by the weight
wpkbq “ Nkb{p2πkbq, where Nkb is the number of grid points that fall within in each bin.

(a) (b)

Figure 6.3: The mean kinetic energy spectrum for layer 1 (a) and layer 2 (b) over a 10000 day run, sampled at each
10 steps.

(a) (b)

Figure 6.4: The mean enstrophy spectrum for layer 1 (a) and layer 2 (b) over a 10000 day run, sampled at each 10
steps.

For the spectra in figs. 6.3 and 6.4, we see that the maximum entropy run resembles the reference run the most.
The unparameterized run has too much kinetic energy in the small scales, since the forward energy scattering can
not continue beyond the truncation. The high viscosity parameterization, on the other hand, estimates the kinetic
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energy at small scales far too low. Only at a few wave numbers before the truncation does the maximum entropy
spectrum diverge from the reference run spectrum.

6.5 Thuburn energy transfer spectra

The energy and enstrophy transport from the unresolved scales to resolved scales due to the nonlinear terms was
computed using the diagnostic of [Thuburn et al., 2013]. It was slightly altered to be applied to a two layer quasi-
geostrophic model. This shows how well the parameterization mimics the nonlinear processes that transfer energy
from unresolved to resolved scales. We can compute the energy tendency for a given wave number k by dEk

dt . We can

do this for all wave numbers, denoted by 9Ek, or only the resolved ones 9ER
k . Now it is easy to calculate the energy

transfer due to the unresolved scales by 9EU
k “

9Ek ´ 9ER
k and we can construct a spectrum in the same way as in

section 6.4. The same can be done for the enstrophy transfer and both spectra are shown for the reference, increased
viscosity and maximum entropy run in section 6.5. The unparameterized transfer spectrum is by definition zero.

(a) (b)

Figure 6.5: The total energy tendency from the unresolved to the resolved scales. Negative values means energy is
drained to the unresolved scales. We also see the backscatter for the full resolution and maximum entropy run at
small wavenumber. The energy transfer spectrum of the increased viscosity run had to be scaled with a factor of
10´2.

We see that the maximum entropy run resembles the full resolution run best and the backscatter process is present
as we see from the small peak at large scales. Although both the forward scatter as backscatter effect is too small
in the maximum entropy run. The increased viscosity run shows no backscatter, but a large drain of energy from
larges scales. This excessive drain is due to the large amount of energy in the large scales as we saw from fig. 6.3,
together with the simple form of the parameterization. The parameterization is not able to extract enough energy
from small scales while leaving the large scales untouched. The maximum entropy parameterization on the other
hand manages to mimic the reference transfer.

6.6 Climate

To analyze the long term statistical values, the measurements of long runs of 10000 days were averaged over time to
give the so called model climate diagnostics. The mean and variance of the total energy were calculated by summing
all contributions at every 10 days and averaging over the number of samples. A normal distribution could then be
drawn with the given mean and variance. This was done for each of the models for total energy and enstrophy
comparison.
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(a) (b)

Figure 6.6: Statistical distributions of the total energy and enstrophy for all models, obtained by plotting a normal
distribution with mean and variance of the total energy and enstrophy over time.

We see again that the maximum entropy mean total energy and enstrophy distributions resemble the reference run
best. The difference is however not as convincing as in [Verkley et al., 2016]. Especially the difference between the
unparameterized run and the maximum entropy parameterization is almost neglegible. This is again probably due
to the high forcing field that correlates the fields too strong and has a large impact on the energy of the system.
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Chapter 7

Discussion and conclusions

In general it was found that the performance of the maximum entropy parameterization in the two-dimensional
quasi-geostrophic domain was an improvement over the unparameterized version and the increased viscosity model.
However the results are not conclusive and the system should be tested more for different flow regimes and model
parameters. More specific, the flow fields seem to remain similar to the reference run over time and the evaluation
of the correlation coefficient confirms this. After a short decline that is slowest for the maximum entropy parame-
terization, all models settle in a strongly fluctuating correlation around 0.5. This was ascribed to the high forcing
and a check on this hypothesis by correlating with a reference run with different forcefields shows a steep decline
within several time units to a zero correlation. The average spectra show more promising results, as we see a clear
deviance from the reference run for the unparameterized and increased viscosity run and a good correspondence
until the last few modes before the truncation. The energy transfer spectra were show even clearer evidence as the
specific shape of the transfer spectra almost equal for the reference and maximum entropy run, only the amplitude
was too low for the maximum entropy parameterization. The increased viscosity shows a strong drain in the large
scales, which is the contrary of the backscatter in the reference run. Finally the climate statistics were not very
convincing due to the fluctuations in and strong coupling to the random forcing field. Some remarks can be made
on the research and suggestions for further research are done.

7.1 Computational expense

If we compute the order of computational complexity for this simulation we only take into account the bottleneck of
the computation which is the calculation of the Jacobian matrices. In the current implementation this is done via the
pseudo-spectral method, involving two Fast Fourier transforms (OpN logNq) and the Jacobian computation in grid
space (OpN2q). So for an unparameterized run we have at the moment a complexity of 2ˆOpN logNq `OpN2q “

OpN2q where N is the number of grid points. For a parametrized run this is of order 2pNP q
2 because the Jacobian

should be calculated twice for a truncated number of grid points NP . For the parametrized simulation with given
number of grid points NP to be of any use, it should qualitatively outperform a non-parametrized run with a
number of grid points approximately equal to:

N «
?

2NP (7.1)

No actual measurements of computational times for the runs of this research were made since all models had to
be run on full resolution even though 3

4 of the domain was set to 0 at each step to imitate the truncation. The
Jacobian was calculated on full resolution in each step. This was done because several model parameters depend
on the resolution and since we wanted to compare the different models while model parameters could remain
unchanged. Since the investigation of this parameterization is still in an experimental stadium, the efficiency of the
computation is not yet of concern, as the principle on which the parameterization is built should first be checked to
be correct. However, the reason to parameterize a model is to reduce computational times as opposed to a higher
resolution unparameterized run with the same predictive ability. Improvements on the parameterization method
could be made by only calculating the most important part of the spectrum, which is near the truncation and at the
very large scales, as can be seen from the Thuburn transfer spectra. Together with the symmetry of the Jacobian in
spectral space it could be more efficient to abandon the pseude-spectral method and keep the Jacobian computation
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in spectral space. The large range in between the two peaks could be skipped in the computation. The question
whether this parameterization actually has the potential of reducing this time remains a substantial one and should
be looked into.

7.2 Improvement over conventional parametrization

A supplementary requirement of the new parameterization is that it is an improvement over other parameterizations
that are, in most cases, less expensive to run. In this report the maximum entropy method has only been compared
to a simple increased eddy viscosity run, which has a runtime equal to a run that is not parameterized and only
truncated. It was found that the increased viscosity parameterization in its current state performs much worse than
either the full resolution run and the maximum entropy parameterization. A concerning fact however is that the
increased viscosity parameterization even performs worse than the unparameterizated run in all diagnostics. Also
[Kalverla, 2015],[Verkley et al., 2016] and [Zwaal, 2016] show the same behavior for this parameterization. This is
a strong indicator that the comparison with this conventional parameterization is not fair. The viscosity can of
course be tuned to perform better and a comparison could be made with a tuned viscosity model. More intelligent
schemes exist, like the ones proposed by [Thuburn et al., 2013], and should be included in the comparison in future
research. In comparing the maximum entropy parameterization with other parameterizations it should always be
noted however that while other models should always be tuned to a certain domain and simulation parameters, the
maximum entropy parameterization is not tunable and adapts itself to the domain.1

7.3 Model parameters

The experiments that were performed in this research were not chosen to reproduce a true geophysical system but
only to test the concept of the parameterization on the two-layer quasi-geostrophic system. However it was found
that the model is in fact very sensitive to some of its parameters and these should be chosen with care. To produce
a detailed flow field, the viscosity coefficient ν had to be small enough. For having a too high value would result in
too strong damping of the applied forcing to transfer energy to smaller scales. A too high value for Coriolis variation
β would result in a purely zonal flow, and also no small structure. For given system parameters, the forcing had to
be of sufficient strength to produce an interesting flow field.
The remarkable fact that the correlation coefficient does not converge towards zero but remains fluctuating around
0.5 for all runs could be ascribed to an inconvenient choice of parameters. The effect is probably due to a relatively
high forcing. The forcing, being identical in all models, inevitably introduces a correlation between the different
models. The high forcing was needed to produce a turbulent state with the chosen viscosity coefficient. Due to this
choice of parameters the diagnostics of the experiments are not as convincing as they could be. Given this result,
the parameters could be tuned again to produce a turbulent flow with less applied forcing.

1There seems to be a caveat to this, as recent experiments on high resolution have shown that also a energy constraint is needed for
the parameterization to perform well. The energy budget then becomes the tunable parameter for this parameterization.
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