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Abstract

Two mixed-layer schemes are implemented in the HOPE Ocean
General Circulation Model that is used at the European Centre for
Medium-Range Weather Forecasts (ECMWF). They are a nonlocal
diffusion (NLD) scheme based on the KPP model by Large et al.
(1994), and a bulk mixed-layer (BML) scheme based on the model
by Sterl and Kattenberg (1994), The aim of the implementation
was to embed the mixed-layer schemes in the HOPE model with
minor modifications to the original code. By setting a single switch

Samenvatting

Twee menglaagmodellen zijn geimplementeerd in het HOPE oce-
aanmodel dat op het Europese Centrum voor Weersverwachtingen
op Middellange Termijn (ECMWF) gebruikt wordt: een niet-lokaal

diffusiescheme (NLD) gebaseerd op het KPP-model van Large et al.

(1994), en een bulk menglaagschema (BML) model gebaseerd
op het model van Sterl en Kattenberg (1994). Het doel van de
implementatie was om deze menglaagmodellen in het HOPE model
op te nemen met zo min mogelijk veranderingen in de broncode.

® 00O v

one can choose one of the new mixed-layer schemes or the original
HOPE mixing scheme.

Results with the mixed-layer schemes show improved global sea
surface temperature fields in the case of the BML scheme and
the formation of barrier layers in the case of the NLD model.
Computational costs increase by an amount of 12% and 30% for
the BML and the NLD scheme respectively.

Met een enkele parameter kunnen deze nieuwe menglaagschema’s
of het oorspronkelijke HOPE mengschema gekozen worden.

Resultaten met de nieuwe menglaagschema’s geven betere zee-
wateroppervlaktetemperaturen in het BML schema, en de formatie
van ‘barrier layers’ in het NLD model. De rekenkosten nemen 12%
en 30% toe voor het BML respectievelijk NLD schema.
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1. Introduction

The interface of the ocean and atmosphere is formed by the two
planetary boundary layers, which have complex interactions. In
the modelling of the ocean-atmosphere system, the challenge
for an ocean boundary-layer scheme is to give a true to nature
representation of the upper-ocean structure. One of the key
parameters in this context is the sea-surface temperature (SST). A
major difficulty one encounters in implementing a boundary-layer
scheme in an ocean general circulation model (OGCM) is the vast
range of length and time scales of the system. For example, the
vertical resolution of an OGCM is restricted to 5—20 m, which
is far too low to represent the small scale turbulence processes
in the oceanic boundary layer. Therefore a suitable subgrid scale
parameterization is desirable, which on the one hand is simple
enough to be used in simulations of large-scale ocean circulation
and on the other hand is able to reproduce the main physical
boundary-layer characteristics.

Several types of subgrid parameterizations have been developed.
Higher-order closure models (Mellor and Yamada, 1982), nonlocal
mixing models (Large et al., 1994) and bulk mixed-layer models
(Niiler and Kraus, 19777) are examples of models with varying
amounts of physics incorporated. Choosing between schemes
of this kind is balancing between the more complete physics
of the elaborate models and the low computational costs of the
simple models. For some purposes, simple models are appropriate,
whereas elaborate boundary models are too inefficient and complex.

This document describes the implementation of two mixed-layer
schemes in the version of the HOPE model (Hamburg Ocean with
Primitive Equation) currently running at the ECMWF. The schemes
are a bulk mixed-layer scheme as described by Sterl and Kattenberg
(1994) and a nonlocal diffusion scheme as described by Large et al.
(1994). The manual starts with a short description of the physics
of the mixed-layer schemes. For an elaborate description of the
HOPE model we refer to the HOPE manual, Wolffetal. (1997). In
section 3 the technical details of the implementation in the HOPE
model are discussed, together with a comprehensive description of
the various subroutines that make up the two mixed-layer schemes.
Finally, section 4 gives an overview of some results of experiments
with the HOPE model with the mixed-layer schemes implemented.
Appendix A gives a list of all new model variables and parameters
used in the mixed-layer schemes. Again, for a complete list of
HOPE variables and parameters we refer to the HOPE manual,
Wolff et al. (1997). Appendix B lists the modified subroutines for
the computation of the surface fluxes and ocean forcing.

oo 00 1 Introduction
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2.  Model physics

In this section the two new ocean mixed-layer schemes are
described: the nonlocal diffusion parameterization scheme for the
oceanic boundary layer of Large et al. (1994), and the bulk mixed-
layer scheme of Sterl and Kattenberg (1994). Also the original
mixed-layer scheme in the HOPE model is described briefly. An
important parameter determined by the schemes is the depth of the
layer in which the effects of mixing by turbulence are relevant. The
two schemes utilize different concepts for this layer, respectively
the boundary layer and the mixed layer. The boundary-layer depth
is defined as the depth to which eddies are able to penetrate the
stratified fluid, whereas the mixed-layer depth is the depth at
which properties diverge from uniformity. The actual depth of
the layers are found to be rather similar in most situations and is
termed mixed-layer depth throughout this document. For a more
comprehensive discussion of the mixed-layer schemes for a one
dimensional case we refer to van Eijk et al. (1997).

2.1 The bulk mixed-layer scheme
The bulk mixed-layer scheme, based on a Niiler and Kraus
(1977) type scheme, assumes uniform profiles for properties like
temperature, salinity and momentum down to a specific depth:
the mixed-layer depth. With this assumption, the turbulent kinetic
energy (TKE) equation can be integrated over the mixed layer to
find an expression for the change in TKE as a function of fluxes at
the top and bottom of the mixed layer.

Our version of the bulk mixed-layer scheme, by Ster] and Kattenberg
(1994), is developed for incorporation in an OGCM with fixed
model levels and uses a slightly different approach. First the total
amount of available TKE is computed that results from applying
the surface fluxes to the surface layer. Next this amount of TKE is
spent by mixing in deeper layers of the model, using the following
equation

ATKE = sAKE + nAPE + WE . (2.1)
Here AKE and APE are the difference between the kinetic and
potential energies of the water column before and after the adding
of a deeper layer to the mixed layer. Whereas AKE is always
positive, APE is positive if an unstable stratification is removed
(convection) and negative if dense water is mixed upward into the
already-mixed layer (entrainment). When the contribution from
these terms is positive, only a fraction s or n is added to the TKE
budget. (1-s) and (1 - ) are the fractions of the energy that are
dissipated. In the case of APE acting as a sink of TKE, n is set to
1. Following Niiler and Kraus (1977), we use s = 0.7 and n = 0.2.

o000 3 Model physics

The wind input in (2.1) is given by

WE = mule?™ At . (2.2)
Here u+ = /|70|/po is the friction velocity in water, with 79
and po the surface wind stress and the surface density of water,
respectively. d is the depth. I, = mou«/f (with m; = 04,
Oberhuber, 1993, and f = 20 sin ¢ the Coriolis parameter) is a
length scale parameter and resembles the Ekman depth over which
TKE from wind input is to decay exponentially. At is the time step
and m is an empirical constant with a value of m = 1.25 according
to Niiler and Kraus (1977). It represents the portion of available
kinetic energy to the mixed layer from the wind. The exponential
in (2.2) represents the dissipation of wind energy over a length
scale typical to the Ekman depth. When there is insufficient TKE
left to mix in yet another layer, the layer below the fully mixed layer
is mixed in partially. The mixed-layer depth is determined as the
depth at which all the TKE is spent.

A uniform layer implies efficient mixing at each time step, i.e.,
immediate redistribution. This feature is fundamentally different
from the nonlocal diffusion scheme, which specifically determines
the diffusive characteristics of the boundary layer, as described in
the next section.

2.2 The nonlocal diffusion scheme
The nonlocal diffusion scheme is based on the nonlocal K profile
scheme from Large et al. (1994). This scheme is an adapted
version of the nonlocal K profile scheme for the atmospheric
boundary layer, which was developed by Troen and Mahrt (1986)
and Holtslag and Boville (1993). The scheme is consistent
with Monin-Obukhov similarity theory in the surface layer and
incorporates the effect of countergradient fluxes for temperature
and salinity.

At each step the scheme determines the boundary-layer depth h
as the depth d for which a bulk Richardson number Ri, exceeds a
critical value Ric (Ri; = 0.3, Large et al., 1994):

(B, . B(d)) d

Rip(d) = ——————~——.
|7 V@] + ve

(2.3)

Here B(d) and V(d) are the instantaneous buoyancy and velocity
profile of the water column. The subscript r denotes reference
values near the surface. The denominator of (2.3) has a depth-
dependent turbulent velocity shear V;(d)/d incorporated, associated
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with the stochastic turbulent motions in the fluid. This term is
important in convective situations with little or no mean shear.
The turbulent velocity shear is parameterized following Large et al.

(1994) as:

V2 (d) o Nws
a2 Ri.d

(2-4)

The turbulent velocity shear is a function of the Brunt-Viisilla
frequency N, the turbulent velocity scale wy, the depth d, and the
Richardson number Ri.. The subscript s denotes the turbulent
velocity scale for scalars. The functional form of the velocity scales
wy is different for momentum and scalars and follows from an
empirical determination from measurements in the atmospheric
boundary layer (Hégstrém, 1988). In the formulation of Large
et al. (1994), the properties of the turbulent velocity scale are
chosen in a way that w, is equal to u« in neutral atmospheric
forcing conditions and proportional to w+ = (-hBr)'/® in highly
unstable atmospheric forcing conditions. Here, k = 0.4 is the Von
Karman constant and By is the buoyancy forcing. The constant
of proportionality in (2.4) is set to give the correct ratio of the
entrainment flux over the surface buoyancy flux in situations of
pure convection, according to the empirical rule of convection,

whe/who = fr, with B = -0.2.

The turbulent flux of a property X in the boundary layer is
formulated in terms of a diffusivity K. and a nonlocal transport
term +yx, with subscript x referring to the property X:
Wa(d) = -Ke(0:X - 72) - (2.5)
The diffusivity is determined as a function of the mixed-layer depth

h, the turbulent velocity scale w.(d), and a cubic polynomial in
depth G(o), with o = d/h the dimensionless depth:
K. = hw, G . (2.6)

G(0) is subject to the condition that K, and its vertical gradient
match the interior values at h and behaves according the similarity
theory in the surface layer, in particular G(0) = 0. Conditions are

often well approximated by G(1) = 0, G(1) = 0, leading to the result
Glo) = o(1-0).

The nonlocal transport term -, represents nonlocal influences
on the mixing by turbulence due to large eddies and can be
countergradient in nature, i.e., transport acting against the local
property gradient. This term is negligible in stable forcing
conditions and is set to zero in these situations. In the absence of a
satisfactory theory, the nonlocal transport term is neglected for the
turbulent momentum flux. Large et al. (1994) use the following
expression for the parameterization of the nonlocal transport term:

wxo

=G (2.7)

wyh

The nonlocal transport term is computed from surface fluxes, the

oo 00 4 Model physics

vertical velocity scale and the mixed-layer depth. Largeetal. (1994)
derive for Cs = 6.3 to make (2.77) comply with the parameterization
of Mailhét and Benoit (198 2) in highly convective situations.

2.3 The original HOPE scheme
The original HOPE mixing scheme consists of a crude mixed-
layer approach. It consists of the determination of a diagnostic
mixed-layer depth set to the depth that is 0.5°C cooler than
SST. Over the mixed-layer depth the vertical eddy viscosity and
diffusivity coefficients are enhanced by a mixed-layer contribution
Wr = 77"'1 Wro with k the layer index. In the 2.0-level HOPE model
Wro =2 - 10'3m2/s and 7 = 0.4. Below the mixed layer this term
is set to zero.
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3.  Numerical implementation

The implementation depends on the specific needs of the mixed-
layer scheme. In this section the main features of the mixed-layer
schemes are discussed and the way how they are implemented
in the HOPE OGCM. The main target was to implement fully
functional mixed-layer schemes in HOPE, while leaving the
original HOPE code as much intact as possible.

3.1 Mixed-layer schemes in HOPE
In this section we give a description of how the mixed-layer
subroutines are embedded in the HOPE source code. For a
complete description of the HOPE model we refer to the HOPE
manual, Wolff et al. (1997).

After the initialization of the HOPE model in OCEINI, the main
time stepping loop OCESTED starts (see chapter 4, HOPE manual,
Wolff et al. (1997). In OCESTEP several subroutines are called
which perform a specific task. The first two subroutines are
OCTHER and OCWIND. An important part of these routines is
to force the ocean with prescribed fluxes. In OCTHER also the
baroclinic pressure is computed, convective adjustment is applied
and vertical eddy viscosity and diffusivity coefficients are calculated.
In the following subroutines the various ocean fields are updated
according to the new conditions.

The key features of the nonlocal diffusion (NLD) scheme are the
determination of the mixed-layer depth and the computation of
eddy viscosity and diffusivity coefficients over that depth. The latter
are matched to the viscosity and diffusivity fields in the interior.
Therefore, it would seem logical to call the NLD scheme right
after the two forcing routines of HOPE. The profiles of the eddy
viscosity and diffusivity derived from the NLD scheme could then
be matched to the interior fields from OCTHER at the depth of the
mixed layer.

However, a problem with the determination of the mixed-layer
depth would arise. It is evident from equation (2.3) that for the
determination of the mixed-layer depth near surface reference
values are evaluated, so continuous profiles are preferred. In the
case of surface cooling, convective adjustment in OCTHER will
smooth the profiles for temperature and salinity to a certain extent,
but in the case of surface heating the forcing part of OCTHER will
leave a sharp jump between the first and the second layer. For the
velocity profiles a jump will be left in either case. Hence, in order
to prevent unphysical discontinuities in the buoyancy and velocity
profiles interfering with the computation of the mixed-layer depth,
it is necessary to precede the forcing by the determination of the
mixed-layer depth, which leads to a separation in the mixed-layer

o000 5 Numerical implementation

scheme.

Also needed for the determination of the mixed-layer depth are the
surface buoyancy forcing By and the friction velocity in water u-,
computed from the surface fluxes. Surface fluxes in the HOPE
model not only consist of atmospheric fluxes, but also of flux
corrections that depend on the actual ocean fields. In the original
HOPE code the surface fluxes are computed and simultaneously
applied to the ocean fields in OCTHER and OCWIND. Hence, in
the case of the NLD scheme, it is also necessary to separate the
computation of the surface fluxes from the forcing of OCTHER and
OCWIND into a new subroutine called OCFLUX. In appendix B the
code of this subroutine is shown together with the modifications
to the two original forcing routines. In Figure 1 a graphical
representation of the double separation of the subroutines is
shown in the form of a flowchart.

For the bulk mixed-layer scheme this separation is not necessary.
The entire mixing scheme can be called after the forcing routines,
but for the sake of uniformity PREMIX is also called before the
forcing routines. It might seem that mixing in the BML case occurs
twice, because the vertical eddy viscosity and diffusivity coefficients
are not set to zero in the mixed layer. But because properties over
the depth of the mixed layer are supposed to be uniform after the
BML scheme is called, vertical mixing by eddy coefficients will only
have a small impact at the base of the mixed layer.

As mentioned, in OCTHER convective adjustment is applied.
In a rather crude way convective adjustment removes unstable
stratification by averaging temperature and salinity of the unstable
layer with the underlying layer in a single sweep through the water
column from top to bottom. In fact this is in a sense mixing by
definition and itwould be desirable to disable convective adjustment
in conjunction with a sophisticated mixed-layer scheme. But in the
case of the HOPE model the convective adjustment step is crucial
for the computation of the initial viscosity and diffusivity profiles,
because these depend on a stable stratification. With the proper
adjustments to the code, it might be possible to correct for this
problem. On the other hand the effects of this extra convective
adjustment are not large, as it does not influence the depth of the
mixed layer much. Within the mixed layer the BML scheme mixes
everything anyway, whereas the NLD scheme would approximate
this state fairly quickly.

The switch IMIXLAY determines which mixed-layer scheme is to
be used: IMIXLAY = 1 and IMIXLAY = 2 results in the utilization
of the NLD and the BML scheme respectively. IMIXLAY = o
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Figure 1: Flowchart of the implementation of the NLD/BML mixed-layer
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Numerical implementation

results in the original HOPE mixing scheme and a null subroutine
for OCMIX is called, which immediately returns to OCESTEP. For
a proper representation of the physics, the parameter Wt has to be
set to zero in the case IMIXLAY > o.

In table 1 the modifications and additions to the original HOPE
model source files, include files and namelists are listed.

3.2 The nonlocal diffusion scheme
The nonlocal diffusion scheme consists of six separate subroutines.
The main subroutine OCMIX calls the routines: PREMIX,
MIXDEPTH and MIXLAY. Additionally there are two service
routines: VELOCITY and EXPCOEF. The structure of the code will
be discussed in this section. For brevity only the ‘even code’ of the
E-grid is shown. In the case of coupling terms between the even
and odd grid the full code is given.

3.2.1 Calling conventions

The main subroutine OCMIX is called twice from OCSTEP,
before OCTHER and after OCWIND. In each pass of OCMIX a
different task has to be performed. In the first pass PREMIX and
MIXDEPTH are called. PREMIX primarily computes the buoyancy
forcing and the friction velocity and MIXDEPTH determines the
mixed-layer depth. This has to be done before any forcing is applied
to the surface, as discussed in the previous section. In the second
pass MIXLAY is called. MIXLAY computes the profiles of the
eddy viscosity and diffusivity in the mixed layer matched to interior
profiles and applies the nonlocal forcing due to the countergradient
terms to the temperature and salinity fields (see equation 2.6). In
order to perform an identical subroutine call in OCESTEP for all
values of IMIXLAY, the parameter ISEQUENCE is created, which
can only have the value o or 1. In the first pass ISEQUENCE is set
to zero and PREMIX and MIXDEPTH are called. In the second
pass ISEQUENCE is set to 1, so MIXLAY is called. At the end of
the calls ISEQUENCE flips to its counter value. In OCMIX:
IF (ISEQUENCE.EQ.0) THEN

CALL PREMIX

CALL MIXDEPTH(
#include ‘‘dyn_outarg.h‘‘

)
ENDIF
IF (ISEQUENCE.EQ.1) THEN

CALL MIXLAY
ENDIF
ISEQUENCE = 1-ISEQUENCE
In the header of the subroutine a special include file is to be
inserted that only states some dynamical output arguments. This
is a heritage from the original HOPE code.

3.2.2 The first pass
In the first pass OCMIX calls the subroutines PREMIX and
MIXDEPTH. PREMIX starts with the initialization of the mixed-
layer depth HBLE and the mixed-layer depth identifier KWUE,
which identifies the deepest layer interface within the mixed layer.
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Modification/addition

Remarks

add the files ocflux.F, mix.F, mixcom.h
and mixpar1.h to the original HOPE

mix.F could be either the NLD scheme, the
BML scheme or a null scheme. See appendix B

source. for source of ocflux.F.

Modify ocbndr.F. See appendix B for details.
#include "mixcom.h" In beginning of OCEINI.
NAMELIST/OCMIX/IMIXLAY In OCEINI after NAMELIST/OCTIME/.
IMIXLAY =1 In OCEINI after ICONVA = 1.
ISEQUENCE = 0O

READ (IOCTL, OCMIXS)

In OCEINI after READ (IOCTL, OCPHYS).

IF (IMIXLAY.NE.O) WT=0

In the beginning of section D of OCTHER.

CALL OCMIX(
#include "dyn_outarg.h"

)

In OCESTEP before CALL OCTHER and the
second time after CALL OCWIND.

CALL OCFLUX

in OCESTEP before first call of OCMIX.

&0CMIXS
IMIXLAY
&0CMIXS

$IMIXSCHEME

In the file ocectl after namelist “OCPHYS".
SIMIXSCHEME is a shell variable from the
submitted job used to run HOPE.

Table 1 The complete set of modifications and additions to the original HOPE source code required for the implementation of the NLD or the BML scheme. See Figure 1 fora

flowchart of the implementation.

The initialization is only done in the first time step, defined by the
logical FIRST. In PREMIX
IF (FIRST) THEN

solar radiation, which is used for the heating of the mixed
layer. Solar radiation passing through the mixed layer does not
contribute to the buoyancy forcing. The friction velocity in water is

D0 J=1,JE directly computed from the surface fluxes of the longitudinal and
DO I=1,IE meridional velocities, WUKE and WVKE, also from OCFLUX.
KWUE(I,J) = D0 J=1,JE
HBLE(I,J) = 0.0 DO I=1,IE
ENDDO WBRADE = 0.0
ENDDO DO K=1,KE
ENDIF FLAGE = 0.5 - SIGN(0.5,KWUE(I,J)-K)
The next step is to compute the buoyancy profiles BE. For this WBRADE = WBRADE
computation the thermal expansion coefficients of the density, + G+ALTE(I,J,K)*WJE(I,J,K)*FLAGE
ALTE and ALSE, are required. They are calculated in the service ENDDO
routine EXPCOEE. KWE = KWUE(I,J)
CALL EXPCOEF (THE,SAE,PREFF,ALTE,ALSE) WBRADE = WBRADE

DO K=1,KE
D0 J=1,JE
D0 I=1,IE
BE(I,J,K) = G*(ALTE(I,J,K)*THE(I,J,K)
- ALSE(I,J,K)*SAE(I,J,K))

+ G*WJE(I,J,KWE)*ALTE(I,J,KWE)
*(HBLE(I,J) -TIESTW (KWE)) /DZW (KWE)
WBTURE = G*(ALTE(I,J,1)+WTHE(I,J)
- ALSE(I,J,1)+*WSAE(I,J))
-WBTURE - WBRADE

BFE(I,J)

ENDDO USTARE(I,J) = SQRT(SQRT(WUKE(I,J)**2
ENDDO + WVKE(I,J)*%2))
ENDDO ENDDO
The last step in PREMIX computes the buoyancy forcing BFE ENDDO

and the friction velocity in water USTARE. The buoyancy forcing
is made up by two contributions: a turbulent part WBTURE
and a non-turbulent part WBRADE. The turbulent part is simply
computed from the surface fluxes from OCFLUX for temperature
and salinity, WTHE and WSAE, using the thermal expansion
coefficient of the density from EXPCOEF. The non-turbulent
part is the integral over the depth of the mixed layer of the

oo oo Numerical implementation
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After PREMIX, MIXDEPTH is called which determines the mixed-
layer depth from buoyancy and velocity profiles, when the bulk

Richardson number RIE exceeds a certain critical value. Because
the mixed-layer depth is determined on P points, auxiliary velocity
fields on P points have to be computed from the original velocity
fields. This computation is straightforward, considering an E-grid.
With the auxiliary velocity fields available now, the Richardson
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numbers are computed according to (2.3). It is worth noting that
the computation of the mixed-layer depth and therefore also the
computation of the Richardson number is performed on layer
interfaces. The fields of buoyancy and velocity therefore have
to be averaged on W-levels. For the turbulent shear term (2.4)
the turbulent velocity scale WS, and the Brunt-Viisilli frequency
XNE are required. The turbulent velocity scales for scalars and
momentum are calculated in the service routine VELOCITY. The
Brunt-Viisilld frequency is calculated from the STABIE array,
which is a measure for the vertical stability of the water column.
In this formulation of the bulk Richardson number the buoyancy
and velocity at depth are evaluated against near surface reference
values. This depth HREF is one fourth of the first layer thickness
and reference values are equivalent to the first elements of the
buoyancy and velocity profiles. In MIXDEPTH
DO K=2,KE

HNEW = TIESTW(K)

HREF = 0.5+TIESTU(1)

DO J=1,JE
DO I=1,IE
HDEPTH(I,J) = HNEW
SIGMA(I,J) = 1.0
ENDDO
ENDDO
CALL VELOCITY(SIGMA,HDEPTH,USTARE,BFE,WAE,
WDE)
DO J=1,JE
DO I=1,IE
BEAVG = 0.5%(BE (I,J,K)+BE (I,J,K-1))
UEDAVG = 0.5*(UED(I,J,K)+UED(I,J,K-1))
VEDAVG = 0.5%(VED(I,J,K)+VED(I,J,K-1))
XNE = SQRT (MAX (GxSTABIE(I,J,K),0.0))
VI2E = CV/RIC/XKAPPA*%2

*SQRT (-BETAT/CS/EPSSUR)
*HNEW*XNE*WDE(I,J) + EPPS
RIE(I,J,K) = MAX(0.0,
(BE(I,J,1)-BEAVG) * (HNEW-HREF) /
(VT2E + (UED(I,J,1)-UEDAVG) **2
+ (VED(I,J,1)-VEDAVG)**2))
ENDDO
ENDDO
ENDDO
Before the actual determination of the mixed-layer depth can
start a few boundary conditions and limitations have to be set.
First the boundary values of the Richardson number are set
to o at the surface (TIESTW(1)) and to the critical Richardson
number Ri, at the base of the deepest layer (TIESTW/(KEP)). In
this way the mixed-layer depth will not be identical to zero in the
case of open water, and will never exceed the theoretical bottom
of the model in absence of topography. Next the mixed-layer
depth and mixed-layer identifier as well as the factor of the next
layer to be added to the mixed layer, FACTORE, are initialized.
Finally supplementary boundaries for the mixed-layer depth are
computed. First a maximum mixed-layer depth HBLEMAX is
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imposed, in this version this is set to 250 m. This empirical limit
is to prevent extreme mixed-layer depths which cause unrealistic

convection. Second a minimum mixed-layer depth HBLEMIN is

computed, which is a function of the depth of the first grid point,
the maximum mixed-layer depth and a depth determined by the

braking of surface waves, Burgers (1990).

DO J=1,JE
DO I=1,IE
RIE(I,J,1) = 0.0
RIE(I,J,KEP) = RIC
KWUE(I, J) =1
HBLE(I,J) = 0.0
FACTORE(I,J) = 1.0

HBLEMAX(TI,J)
HBLEMIN(I,J)

1}

MIN(DEPTE(I,J),250.)

MAX (DDPE(I,J,1)/2.,
5.0E5*USTARE (I,J)*%2/G)

HBLEMIN(I,J) = MIN(HBLEMIN(I,J),

HBLEMAX(I,J))

1]

ENDDO
ENDDO
Now the determination of the mixed-layer depth can commence.
This scheme evaluates at every W-level the conditions for the critical
Richardson number and the minimum or maximum mixed-layer
depth, and sets the associated flag to o if fulfilled and to 1 if
not. The associated fraction which is to be added to the so far
determined mixed layer according to the specific condition is 1 for
an unfulfilled condition (i.e., an entire layer is to be added) and
less than 1 for a fulfilled condition. The combined flag FLAGE
ultimately determines what fraction FLAGFACE is to be added
to mixed layer. Once FLAGE is set to o the mixed layer will stay
unaltered.
DO K = 2,KEP

HNEW = TIESTW(K)

DNEW = DZW(K-1)

DO J=1,JE
DO I=1,IE
FLAGHNE = 0.5 - SIGN(0.5,
HNEW-HBLEMIN(I,J))
FACHNE = (HBLEMIN(I,J)-HNEW)/DNEW+1.

FLAGHME = 0.5 - SIGN(0.5,
HNEW-HBLEMAX (I,J))
FACHME = (HBLEMAX(I,J)-HNEW)/DNEW+1.
FLAGRIE = 0.5 - SIGN(0.5,
RIE(I,J,K)-RIC)

FACRIE = (RIC-RIE(I,J,K-1))
/ABS(RIE(I,J,K)-RIE(I,J,K-1)
+ EPPS)
FLAGE = MAX (FLAGHME*FLAGRIE,FLAGHNE)

FLAGFACE = MAX(FACHNE,FLAGHME*FACRIE
+ FLAGRIE*FACHME
+ (1-FLAGRIE) * (1-FLAGHME)
*MIN(FACRIE,FACHME))
FACTORE(I,J) = INT(FACTORE(I,J))
*(FLAGE + (1-FLAGE)*FLAGFACE)
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KWUE(I,J) = KWUE(I,J)+INT(FACTORE(I,J))
HBLE(I,J) = HBLE(I,J)+DNEW*FACTORE(I,J)
ENDDO
ENDDO

ENDDO

Finally the global mixed-layer depth fields are written to output
using the subroutine OUTPROC. This completes the first pass of
OCMIX.

3.2.3 The second pass
The second pass of OCMIX is after OCTHER and OCWIND have
been applied. In this pass MIXLAY is called. MIXLAY computes
the eddy viscosity and diffusivity profiles in the mixed layer. They
are matched to the interior profiles from OCTHER at the depth of
the mixed layer, determined in MIXDEPTH. The interior profiles
are simply overwritten by the new profiles above the mixed-layer
depth. As for the velocity profiles in MIXDEPTH the interior
profiles of the eddy viscosity are to be averaged on P points. For
the computation of the profiles the coefficients of the third degree
polynomial (G(o) in equation (2.6)) have to be calculated from the
matching constraint. For a elaborate discussion of this procedure
we refer to Large et al. (1994). For this procedure the following
parameters at the depth of the mixed layer are required: the
turbulent velocity scales for momentum and scalars, WAE and
WDE, and their vertical derivatives, WAZE and WDZE; the values
of the viscosity and diffusivity, AV1E and DV1E, and their vertical
derivatives, AVIZE and DV1ZE; and from the former parameters
the value of the polynomial for viscosity and diffusivity, GA1E and
GD1E, and their vertical derivatives, GA1ZE and GD1ZE. D:1E
and D2E are corrected layer thicknesses near the bottom of the
ocean. In the routine MIXLAY this is coded as
CALL VELOCITY(SIGMAE,HBLE,USTARE,BFE,WAE,WDE)
DO J=1,JE
DO I=1,IE
KWE = KWUE(I,J)

K1 = MIN(KWE+1,KEP)
K2 = MIN(XWE+2,KEP)
DIE = MAX(MIN(DEPTE(I,J)-TIESTW(KWE),

DZW (MIN (KWE,KE))) ,EPPS)
D2E = MAX(MIN(DEPTE(I,J)-TIESTW(K1),
DZW (MIN (KWE+1,KE))) ,EPPS)
(HBLE(I,J)-TIESTW(KWE))
/DZW (MIN (KWE,KE) ) *D2E
/DZW (MIN (KWE+1,KE))
AV1ZE = MAX(ADE(I,J,KWE)-ADE(I,J,K1),0.)
*(1-RRE) /D1E
+ MAX(ADE(I,J,K1) - ADE(I,J,K2),0.)
*RRE/D2E
DV1ZE = MAX(DVE(I,J,KWE) - DVE(I,J,K1),0.)
*(1-RRE) /D1E
+ MAX(DVE(I,J,K1) - DVE(I,J,K2),0.)
*RRE/D2E
AVIE = ADE(I,J,K1)
+ AV1ZE#* (TIESTW (KWE)+D1E-HBLE(I,J))

RRE =
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DVIE = DVE(I,J,K1)
+ DV1ZE* (TIESTW(KWE)+D1E-HBLE(I,J))
WAZE = -5.*HBLE(I,J)*BFE(I,J)*WAE(I,J)**2
/ (USTARE (I, J) **4+EPPS)
*(1+SIGN(1.,BFE(I,J)))/2.
-5.*HBLE(I,J)*BFE(I,J)*WDE (I, J)*%2
/ (USTARE (I, J) **4+EPPS)
*(1+SIGN(1.,BFE(I,J)))/2.
GA1E(I,J) = AViE/(HBLE(I,J)*WAE(I,J)+EPPS)
GD1E(I,J) = DV1E/(HBLE(I,J)*WDE(I,J)+EPPS)
GA1ZE(I,J) = MIN(-AV1ZE/WAE(I,J)-GA1E(I,J)
*WAZE/WAE(I,J),0.)
GD1ZE(I,J) = MIN(-DV1iZE/WDE(I,J)-GDiE(I,J)
*WDZE/WDE(I,J),0.)

WDZE =

ENDDO
ENDDO
With the coefficients of the polynomial G(¢’) computed, the entire
profile in the mixed layer of the eddy viscosity and diffusivity
can be determined according to equation (2.6). Also the nonlocal
transport terms are computed. For convenience they are multiplied
by the diffusivity, resulting in GKTE = Kyys for temperature and
GKSE = Kyyp for salinity. K; stands for the vertical eddy diffusivity
coefficient for scalars and the subscripts 6 and s in the nonlocal
transport term <y stand for temperature and salinity. A flag, set
to zero for positive buoyancy forcing is, included in the nonlocal
terms. After the computation of the profiles of viscosity, a back
transition has to be done to vector points on an E-grid.
DO K=1,KEP
HDEPTH = TIESTW(K)
DO J=1,JE
DO I=1,IE
SIGMAE(I,J) = HDEPTH/(HBLE(I,J)+EPPS)
ENDDO
ENDDO
CALL VELOCITY (SIGMAE,HBLE,USTARE,BFE,WAE,
WDE)
DO J=1,JE
DO I=1,IE
GAE = SIGMAE(I,J)*(1.-SIGMAE(I,J))**2
+ GA1E(I,J) *SIGMAE(I,J)**2
*(3.-2.%SIGMAE(I,]))
+ GA1ZE(I,J)*SIGMAE(I, J)**2
*(SIGMAE(T,J)-1.)
GDE = SIGMAE(I,J)*(1.-SIGMAE(I,J))**2
+ GD1E(I,J) *SIGMAE(I,J)**2
*(3.-2.*SIGMAE(I,J))
+ GD1ZE(I,J)*SIGMAE(I,J)**2
*(SIGMAE(T,J)-1.)
FLAGBFE = 0.5 - SIGN(0.5,BFE(I,J))
FLAGHME = 0.5 + SIGN(0.5,KWUE(I,J)-K)
GKTE(I,J,K) = FLAGHME*FLAGBFE*CCS
*(WTHE (I, J)+WJE(I, J,1)) *GDE
GKSE(I,J,K) = FLAGHME*FLAGBFE*CCS
*WSAE (I, J) *GDE
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ADE(I,J,K) = MIN((1-FLAGHME)=*ADE(I,J,K)
+ FLAGHME*HBLE(I, J)
*WAE(I, J)*GAE,0.5)

DVE(I,J,K) = MIN((1-FLAGHME)=*DVE(I,J,K)
+ FLAGHME*HBLE (I, J)
*WDE(I,J)*GDE,0.5)
ENDDO
ENDDO

ENDDO
The final step is to apply the nonlocal transport applied to the
temperature and salinity fields.
DO K=1,KE
DZWI = 1./DZW(K)
DO J=1,JE
DO I=1,IE
THE(I,J,K) = THE(I,J,K)+DT*DZWI
*(GKTE(I,J,K+1) -GKTE(I,J,K))
SAE(I,J,K) = SAE(I,J,K)+DT*DZWI
*(GKSE(I,J,K+1)-GKSE(I,J,K))
ENDDO
ENDDO
ENDDO
The service routine VELOCITY computes the turbulent velocity
scales for momentum and scalars, WM and WS, from the ratio of
the depth to the mixed layer SIGMA, the depth HH, the friction
velocity in water USTAR, and the buoyancy forcing BF. For an
elaborate discussion of functional form of the velocity scales, we
refer to Large et al. (1994). Itis coded as
DUM(XDUM) = 0.5+SIGN(0.5,XDUM)
DO J=1,JE
DO I=1,1IE
SIGMAX = MIN(SIGMA(I,J),
(1+EPSSUR+SIGN (1-EPSSUR,BF(I1,J)))/2)
SIGMAX#HH (I, J)*XKAPPA*BF (I,J)
/ (USTAR(I,J)+EPZ)**3
PHIM = DUM(ZZ) *(1+5%ZZ)
+ DUM(ZZ-ZM) * (1-DUM(ZZ))
*(1-16*MIN(ZZ,0.)) **(-1./4.)
(1-DUM(ZZ-ZM))
* (BM-CM*MIN(ZZ,ZM) ) %% (-1./3.)
DUM(ZZ) *(1 +5%ZZ)
DUM(ZZ-ZS) * (1-DUM(ZZ))
*(1-16*MIN(ZZ,0.))**(-1./2.)
+ (1-DUM(ZZ-ZS))
* (BS-CS*MIN(ZZ,ZS) ) **(-1./3.)

7 =

+

PHIS

1}

+

WM(I,J) = XKAPPA*(USTAR(I,J)+EPZ)/PHIM
WS(I,J) = XKAPPA*(USTAR(I,J)+EPZ)/PHIS
ENDDO
ENDDO

The service routine EXPCOEF computes the thermal expansion
coefficients of the density. The density is computed from a
simplified version of the UNESCO formula from Gill (1982).
The thermal expansion coefficients then are found taking the
T-derivative for temperature and the S-derivative for salinity. The
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main part is

DO K=1,KE
P = PIN(X)
DO J=1,JE
DO I=1,IE
T = TIN(I,J,K)
S = SIN(I,J,K)
= AOO + S*A01
+ T*(A10 + S*A11 + T*(A20 + T*A30))
+ P*(BOO + T+*(B10 + T*B20) + S*BOi

+ P*(C00+T*C10+P*D00))
ALTIN(I,J,K) = -(A10 + S*All
T#*(2.%A20+3.*T*A30)
P*(B10+2.*T*B20+P*C10) ) /R

(A01 + T*A11 + P*BO1)/R

+ +

ALSIN(I,J,K)
ENDDO
ENDDO
ENDDO

3.3 The bulk mixed-layer scheme
The bulk mixed-layer scheme consists of three separate subrou-
tines. The main subroutine OCMIX calls the routines: PREMIX
and MIXLAY. The relative small number of subroutines and the
simplicity of the BML scheme as compared to the NLD scheme
make this scheme faster. The structure of the code will be discussed
in this section.

The main subroutine OCMIX in the case of the BML scheme is
also called twice from OCSTEP. In the first pass only PREMIX
is called, analogous to the NLD scheme, and primarily computes
the friction velocity. In the second pass MIXLAY is called which
determines the mixed-layer depth and mixes the water column
actively. This version of OCMIX is
IF (ISEQUENCE.EQ.0) THEN

CALL PREMIX
ENDIF
IF (ISEQUENCE.EQ.1) THEN

CALL MIXLAY(
#include "dyn_outarg.h"

)
ENDIF
ISEQUENCE = 1-ISEQUENCE
PREMIX starts with the initialization of the mixed-layer depth
HBLE and the mixed-layer depth identifier KWUE, identical to the
NLD scheme. The only remaining action of PREMIX then is to
compute the friction velocity in water also as with the NLD scheme.

In the second pass MIXLAY is called, which determines the mixed-
layer depth and simultaneously mixes the water column up to that
depth. Again the mixed-layer depth is determined on P points,

therefore auxiliary velocity fields on P points, UED and VED, have
to be calculated from the original velocity fields. In addition to this
procedure averaged velocity fields over the depth of the mixed layer
are computed, UMIXE and VMIXE. The auxiliary velocity fields
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then are premixed over this depth to ensure the conservation of
momentum. In MIXLAY this is coded as
DO K=1,KE
DO J=2,JE1
DO I=2,IE1
KWE = MAX(KWUE(I,J),2)
FLAGE = 0.5 + SIGN(0.5,KWE-1-K)

UED(I,J,K) = (1-FLAGE)=*UED(I,J,K)
+ FLAGE*UMIXE(I,J)
VED(I,J,K) = (1-FLAGE)=*VED(I,J,K)
+ FLAGE*VMIXE(I,J)
ENDDO
ENDDO

ENDDO

Before the actual mixing can start a few boundary conditions
and limitations have to be set. First the mixed-layer depth and
mixed-layer identifier as well as the factor of the next layer to
be added to the mixed layer, FACTORE, are initialized. This
initialization is identical for the NLD scheme. The supplementary
boundaries for the mixed-layer depth are slightly different in
the case of the BML scheme. The maximum mixed-layer depth
HBLEMAX is simply equal to the bottom topography. There is
no need for an additional hard depth limitation. The minimum
mixed-layer depth HBLEMIN is computed, as in the NLD scheme.
Because mixed-layer determination and mixing are performed
simultaneously, the averaged fields for temperature TMIXE and
salinity SMIXE have to be initialized. They are set to the value
of the first layer. Also the initial budget of the turbulent kinetic
energy TKEE is to be calculated. This is simply the wind input at
the surface from equation (2.2). Finally the inverse of the Ekman
depth, DECAYE, is computed.

DO J=1,JE
DO I=1,IE
KWUE(I, J) =1
HBLE(I,J) =0.0
FACTORE(I,J) = 1.0
HBLEMAX(I,J) = DEPTE(I,J)

fl

HBLEMIN(I, J) MAX(DDPE(I,J,1)/2.,
5.0E5*USTARE (I, J)**2/G)
MIN(HBLEMIN(I,J),

HBLEMAX(I,J))

HBLEMIN(I,J)

TMIXE(I,J) = THE(I,J,1)

SMIXE(I,J) = SAE(I,J,1)

TKEE(TI, J) = DT*EMM*USTARE(I,J) **3
DECAYE(I,J) = ABS(F(2*J )

/ (DECMUL*USTARE(I, J) +EPPS))
ABS(F(2+J-1)
/ (DECMUL*USTARO(I, J)+EPPS))

DECAYO(I,J)

ENDDO
ENDDO
For the determination of the mixed-layer depth the same procedure
with flags and fractions is used as with the NLD scheme. Instead
of the computation of a bulk Richardson number, here mixing
in a deeper layer causes a change in the TKE budget. If the total
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TKE budget is spent, again a flag is set to zero and the associated
fraction of the next layer is added to the mixed-layer depth. A
change in the TKE budget, DIFTKEE, is caused by three factors,
see equation (2.1): a change in potential energy, DIFPE, or kinetic
energy, DIFKE, and dissipation of wind energy, DIFWE. For the
exact formulations of these terms we refer to Sterl and Kattenberg
(1994). For the computation of the change in potential energy
the density is required. This is computed with the UNESCO
formula for the density, Gill (1982), also used by HOPE. In this
version of the BML scheme the change in kinetic energy is not
considered, because of numerical stability problems with this term.
Sterl and Kattenberg (1994), also decided to discard this term,
because they found that the contribution of the term, if taken into
account, is minor compared to the other terms in (2.1). After every
update of the mixed-layer depth and its identifier, the mixed-layer
temperature, salinity, zonal and meridional velocities are computed
by simply averaging over the yet determined mixed-layer depth.
When the TKE budget is spent, the underlying layer is partially
mixed with the mixed layer.
DO K = 2,KEP

HOLD = TIESTW(K-1)

HNEW = TIESTW(K)

DNEW = DZW(K-1)

D0 J=1,JE

DO I=1,IE
SHELP (I, J)=SAE(I,J,K-1)
THELP (I, J)=THE(I,J,K-1)
ENDDO

ENDDO

CALL RHO1(THELP,SHELP,PREFF (K-1) ,RHOE)

CALL RHO1(TMIXE,SMIXE,PREFF(K-1),RMIXE)

DO J=1,JE
DO I=1,IE
FLAGHNE = 0.5 - SIGN(0.5,
HNEW-HBLEMIN(I,J))
FACHNE = (HBLEMIN(I,J)-HNEW)/DNEW+1.
FLAGHME = 0.5 - SIGN(0.5,
HNEW-HBLEMAX (I,J))
FACHME = (HBLEMAX(I,J)-HNEW)/DNEW+1.
WINDE = DT*EMM*USTARE(I,J)#**3
*EXP(-DECAYE (I, J) *HOLD)
DIFWE = WINDE#(EXP(-DECAYE(I,J)*DNEW)-1)
DIFPE = 0.5%G*(HNEW-DNEW) *DNEW
*(1-RHOE(I,J)/(RMIXE(I, J)+EPPS))
0.5% (1-DNEW/HNEW) *DNEW
*((UED(I,J,K-1) -UMIXE(I,J))**2
+(VED(I,J,K-1)-VMIXE(I,J))**2)
DIFTKEE = DIFWE
+ DIFPE#*(1-DISP#(0.5+SIGN(0.5,
DIFPE)))

DIFKE

Commented out + DIFKE#*(1-DISK)
TKEE(I,J)= TKEE(I,J) + DIFTKEE
FLAGTKE = 0.5 + SIGN(0.5,TKEE(I,J) +
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0.5%G*HOLD*DNEW*1E-6)
MAX ((TKEE(I,J)-DIFTKEE)

/ABS (-DIFTKEE+EPPS) ,0.0)
FLAGE = MAX (FLAGHME*FLAGTKE , FLAGHNE)
FLAGFACE = MAX (FACHNE,FLAGHME*FACTKE

+ FLAGTKE*FACHME
+ (1-FLAGTKE) * (1-FLAGHME)
*MIN (FACTKE , FACHME) )
FACTORE(I,J) = INT(FACTORE(I,J))*(FLAGE
+ (1-FLAGE) *FLAGFACE)
SFACTORE = 1.-SQRT(1.-FACTORE(I,J))

FACTKE

KWUE(I,J) = KWUE(I,J)
+ INT(FACTORE(I,J))
HBLE(I,J) = HBLE(I,J) + FACTORE(I,J)

* (HNEW-HBLE (I, J))
UMIXE(I,J) = UMIXE(I,J) + SFACTORE
*(UED(I,J,K-1) -UMIXE(I,J))
*DNEW/HNEW
VMIXE(I,J) = VMIXE(I,J) + SFACTORE
*(VED(T, J,K-1) -VMIXE(I, J))
*DNEW/HNEW
TMIXE(I,J) = TMIXE(I,J) + FACTORE(I,J)
*(THE(I,J,K-1) -TMIXE(I, J))
*DNEW/HNEW
SMIXE(I,J) = SMIXE(I,J) + FACTORE(I,J)
*(SAE(T, J,K-1)-SMIXE(T,J))
*DNEW/HNEW
THE(I,J,K-1) = THE(I,J,K-1)
- FACTORE(I, J) *(1-FLAGE)
*(THE(T,J,K-1) -TMIXE(I,J))
*HOLD/HNEW
SAE(I,J,K-1) = SAE(T,J,K-1)
- FACTORE(I,J)*(1.-FLAGE)
*(SAE(T,J,K-1) -SMIXE(I,J))
*HOLD/HNEW
UED(I,J,K-1) = UED(I,J,K-1)
- SFACTORE* (1-FLAGE)
*(UED(I,J,K-1) -UMIXE(T,J))
*HOLD/HNEW
VED(I,J,K-1) = VED(I,J,K-1)
- SFACTORE* (1-FLAGE)
*(VED(I,J,K-1)-VMIXE(T,J))
*HOLD/HNEW
ENDDO
ENDDO
ENDDO
The next step is to implement the computed values for the mixed
layer into the ocean fields. A flag is designed to determine which
fields have to be replaced. The final step of this routine is to
translate the computed fields of the velocity on P-points back the
vector points (not shown).
DO K=1,KE
DO J=1,JE
DO I=1,IE
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FLAGE = 0.5 - SIGN(0.5,K-KWUE(I,J))
THE(I,J,K) = FLAGE+TMIXE(I,J)
(1-FLAGE) *THE(I,J,K)
SAE(I,J,K) = FLAGE#SMIXE(I,J)

+ (1-FLAGE)*SAE(I,J,K)
UED(I,J,K) = FLAGE*UMIXE(I,J)

+ (1-FLAGE)*UED(I,J,K)
VED(I,J,K) = FLAGE*VMIXE(I,J)

+ (1-FLAGE)*VED(I,J,K)

+

ENDDO
ENDDO

ENDDO
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4. Some results

In this section we describe a set of three experiments with the
mixed layer schemes, implemented in the h2e4 version of the
HOPE model run at the European Centre for Medium Range
Forecasts (ECMWF). First, a control run with the original HOPE
mixing scheme. Second, a run with the NLD scheme, and third, a
run with the BML scheme implementation.

The HOPE model is run over a period of nine years, starting from
the first of January 1986. Most of the evaluation will be made
on the basis of the final year of the runs to avoid complications
with spin-up effects. Global SST and surface salinity fields will
be investigated with respect to observed fields. Also, a closer look
will be taken at the thermocline structure in the equatorial Pacific.
Finally, the existence of barrier layers in the NLD run will be
shown.

4.1 Model initialization and forcing
In all cases, the initial condition of the model is prescribed by
a restart file from a previous run of the HOPE model with the
original mixing scheme. The forcing is prescribed using daily ERA
fluxes for the years 1986—1993. From 1994 on, fluxes are used
from operational data. Also, a restoring heat flux to observed SST
(Reynolds and Smith, 1994) of 15 W/m? K is applied to the surface.
Surface salinity is relaxed globally to observed monthly fields from
Levitus (1982). In polar regions salinity and temperature below
ice is also relaxed, using a pseudo ice model, which prescribes the
monthly amount of ice cover.

4.2 Surface fields

Figures 2—3 show the bias of the global SST fields to observed
fields (Reynolds and Smith, 1994) during the northern winter and
the northern summer of 1994. In the northern winter season the
first striking difference in comparing the three runs is the apparent
absence of an overestimation of SST by more than 2°C in the
southern Arctic Ocean in the BML run, compared to the control
and the NLD run. Less prominent in size, but equally significant,
is the absence of a cold anomaly in the mid-equatorial Pacific in
the BML run. A similar feature of the three runs is the large bias
in the Atlantic Ocean, particularly in the region of the Gulf Stream.

In Figure 4 (top) the zonally averaged root-mean-squared (RMS)
error of the SST fields compared to observed is displayed for
the northern winter season. Also noted from this picture, the
difference between the runs in the southern Arctic Ocean is the
most prominent. The BML scheme displays a RMS error that is
about 1.5°C lower than the other runs. The figure also shows
the smaller bias of the BML scheme in the Atlantic Ocean around
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control DJF

Figure 2: SST bias with respect to observed fields during the northern winter in the
control run (top), NLD scheme (middle) and BML scheme (bottom).
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Figure 4: Top: RMS error of the zonally averaged SST fields with respect to observations
during the northern winter for the control run (sofid), the NLD run (dashed) and the
BML run (dotted). Bottom: same, but for the northern summer.

Figure 3: SST bias with respect to observed fields during the northern summer in the
control run (top), NLD scheme (middle) and BML scheme (bottom).
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60°N, by half a degree. Zonally averaged, the disappearance of
the cold equatorial anomaly in the BML run is compensated by
positive anomalies elsewhere to give equal results as the other runs
in the tropical region. The NLD run shows a rather high RMS
error around the southern mid-latitudes.

From Figure 5, which displays the mixed-layer depths for the three
runs during the northern winter, we can make an effort to explain
some of the features described above. For Figure 5 the mixed-layer
depth is computed according to the half-degree difference with SST
criterion, because the definition ‘mixed-layer depth’ is not the same
in all schemes and therefore direct comparison is not possible.
From Figure 5, all runs display deep mixed layers in the extreme
southern Arctic Ocean. North of 60°S, the three runs differ. In
the summer there is a clear coupling between mixed-layer depth
and SST in this region: a shallower mixed layer distributes the heat
flux over less water, giving a higher SST. The warm bias in the top
and middle panels of Figure 2 can therefore be explained by the
very shallow mixed-layer depth in the control run and NLD model.
The BML scheme generates a mixed-layer depth of 6o-100 m,
leading to an almost correct representation of the SST.

In the tropical region the situation is often reversed: a shallow
mixed layer in an upwelling region indicates the presence of cold
water near the surface, giving rise to lower SST. The reduction of
the cold bias in the central tropical Pacific in the BML scheme can
be seen to correspond with deeper mixed layers in this region. In
the northern subtropics these deeper layers again give a cold bias.

For the northern mid-latitudes similar patterns for mixed-layer
depth existin all runs. A deep mixed layer in the area of deep water
formation. For the BML run the deep mixed layers seem to be
extended further to the south. Again the NLD model gives results
very similar to the original HOPE scheme.

During the northern summer (Figure 2) the anomalies in the
southern Arctic Ocean of the BML scheme are smaller compared
to the control run, now in the order of 1°C (see Figure 43 bottom).
The NLD run wanders between the other two. Differences are less
pronounced because at the Southern Hemisphere it is wintertime
and mixed layers are deep everywhere (not shown). Around the
equator there are clear differences between the runs. For SST
the BML scheme performs better and the RMS error is reduced
by almost 1°C. Also the NLD scheme does a better job, although
the improvement in RMS error is much less. In the northern
mid-latitudes the NLD run shows better results for the RMS error
whereas the BML is somewhat worse than the control run.

In Figure 6 a global picture of the surface salinity fields, compared
to the control run, is displayed. In the absence of comprehensive
data sets of salinity fields no comparison with observations is made
here and only some differences with the original run are pointed
out. One of the most evident features of Figure 6 is the ability of
the BML and the NLD scheme to generate a larger amplitude in
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control

Figure 5: The mixed-layer depth according to half-degree difference with SST criterion
for the control run (top), the NLD run (middle) and the BML run (bottom) for the
winter months of 1994
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NLD DJF

Figure G: The top two figures show the sea surface salinity anomalies with respect to
the control run during the northern winter for the NLD run and the BML run. The
bottom two figures show the same for the northern summer.
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the annual signal of the surface salinity in particular areas. For
example in the Gulf Stream region, for both mixed-layer schemes
the water is more saline in the winter and more fresh in the
summer. The consequences of the different salinity patterns in
this region could have effect on the deep water formation, but is
not investigated and beyond the scope of this document. The BML
run also shows some distinct differences in the northern Arctic
ocean compared to the control run.

4.3 Thermocline structure

Figure 7a shows the observed thermocline structure of the Pacific
Ocean from 140°E-95°W to a depth of 500 m, for the month
of August 1994, averaged from 2°S—2°N, derived from analyzed
fields (mainly TOGA/TAO array data, assimilated into the same
HOPE model). Easy to identify in this figure is the Warm Pool as
the blob of 29°C warm water in the top left section. Also evident
is the sharp thermocline, shoaling from around 200 m in de west
Pacific to less than 50 m in the eastern side of the basin.

In Figures 7b,c,d the results for the HOPE model are displayed,
for respectively, the control, the NLD and the BML run, in similar
fashion as Figure ya. In first order the model resembles the
observed thermocline structure well. The thermocline has a
comparable shoaling and is equally sharply defined. The warm
pool in the west Pacific has comparable depth and temperature,
but the eastern edge seems to be shifted somewhat to the west.
In fact, as shown in the previous section (see Figure 2), the entire
surface fields along the equatorial Pacific displays rather large
anomalies during the northern summer. In Figures 7b,c,d the
cold anomalies are identified as the ‘outcropping’ of the isotherms
too far to the west. From Figure 7a we see that over the displayed
domain the 21°C isotherm does not surface. For the control and
the NLD run the amount of outcrop is rather similar, but both
show outcropping up to the 19°C isotherm. The BML scheme has
a much more true to nature upper thermocline structure and the
first outcrop involves the 21°C isotherm.

Below the thermocline, the structure for all runs is similar, apart
from the extreme eastern side of the basin. In this region the
HOPE model displays a peculiar structure, giving rise to an
unstable temperature stratification. Off course, taken into account
the effects of salinity (also displayed in Figure 7 as the open contour
field) on the density, the water column is stable. A similar structure
is evident in the NLD run, although the 14°C isotherm follows a
slightly different path. On the other hand the BML scheme limits
the formation of an unstable temperature stratification in this
region.

The salinity fields from the three runs are almost identical, except
for the upper ocean structure in the Warm Pool. The control run
and the BML run display a homogeneous profile for temperature
and salinity up to a comparable depth of around 50 m, whereas
the NLD shows a similar depth for the temperature profile,
but for salinity the homogeneity is limited to the first 25 m.
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Figure 7: The thermocline structure of the Pacific Ocean to a depth of 500 m, for the month of August 1994, averaged from 2°5-2°N, (a) from an analysis with
TOGA/TAQ data assimilation, (b) the control run, (c) the NLD run and (d) the BML run. The shaded contours display the temperature and the open contour the salinity
fields.
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Also the 35.4 PSU isohaline shows an outcrop at the surface.
This difference in depths of homogeneity is associated with the
formation of barrier layers. In the next section particular profiles
from the runs will be evaluated against an observed profile, to
have a closer look at the identification of a barrier layer as a robust
feature of the NLD scheme.

Figure 8 shows a cross section at 0.25°S for the zonal velocity
component. Unlike the thermocline structure, for the zonal
velocity the BML run displays a remarkable resemblance with the
control run. Only a slight difference of around o.10 m/s is visible
in the surface current. The core velocity is respectively 0.9 m/s
and 0.95 m/s. In the case of the NLD scheme the strength of
the undercurrent seems to be diminished over a large extent of
the thermocline and the core velocity has dropped considerable to
0.83 m/s. For all runs the core undercurrent is located at 0.25°S,
i.e., the model latitude closest to the equator. The results for the
strength of the undercurrent differ substantially from observations.
The average core velocity at this location is approximately 1.21 m/s
(CTD database NOAA PMEL, Ando and McPhaden, 1997).

4.4 The barrier layer
Figure ga shows observed profiles for temperature and salinity,
on 21 March 1993 14:58 hr at 4°S 164°E (CTD database
NOAA PMEL, Ando and McPhaden, 1997). The mixed layer is
identified as approximately the upper 80 m of the water column,
where temperature and salinity are more or less homogeneous
distributed. If considering the simple half-degree temperature
difference with SST criterion, one can identify an even deeper
isothermal layer, up to a depth of more than 100 m. The layer
below the mixed layer until the isothermal layer depth, is called
the barrier layer, marked by near neutral temperature stratification
and sharp vertical salinity gradients. Barrier layers are formed at
times of heavy precipitation and by subduction of the denser saline
water masses during advection. Barrier layers are common in the
western equatorial Pacific, Ando and McPhaden (1997).

In Figure gb the model results for the three runs are displayed,
approximately at the same time and location. The profiles are
from a single grid point on 3.75°S 164°E, on 0o:00 hr, March
21 1993. Although SST resembles the observation quite well,
the surface salinity deviates by 0.4 PSU in every model run. This
might be due to high temporal fluctuation in advection by sudden
wind gusts or heavy precipitation, which could never be resolved
in the HOPE model. Apart from this, it is a known issue that
salinity is not well represented in the HOPE model, because of the
uncertainty in the forcing and relaxation.

The depth of the isothermal layer for all model runs does
substantially diverge from observations. The clear homogeneous
layer is restricted to the upper 50 m, although, with the half-
degree criterion, the isothermal layer could be extended to 75 m
for the BML scheme. A similar depth applies for the salinity,
except for the NLD scheme. Although the depth of the halocline
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Figure 8: Zonal cross section at 0.25° S from 140° £ - 95° W to a depth of 500m of
the zonal velocity component, for the control run (top), the NLD run (middle) and
the BML run (bottom) in August, 1994.
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Figure 9: (a) Observed profiles for temperature and salinity, on 21 March 1993 14:58 hr at 4°S 164°E to a depth of 150 m. The isothermal layer depth (ILD) and
mixed-layer depth (MLD) are identified as the depth to where, respectively, the temperature and temperature as well as salinity are homogeneous. The difference between these
depths is the barrier layer thickness (BLT). (b) The profiles for temperature and salinity from the control run (solid), the NLD run (dashed) and the BML run (dotted), on

21 March 1993 00:00 hrat 3.75°S 164°E.

does not resemble the observed accurately, it is evident that the
NLD scheme is capable of forming a distinct barrier layer with
a thickness of 25 m, which is quite close to the thickness found
in the observations. The outcrop of the 35.4 PSU isohaline,
mentioned in the previous section, could point to the subduction
of saline surface water as the possible cause of the formation of the
barrier layer.

From a more comprehensive analysis of the model output, it was
found that the formation of barrier layers is a robust feature of the
NLD scheme.

4.5 Discussion
The implementation of two sophisticated mixed-layer schemes, a
nonlocal diffusion (NLD) scheme and a bulk mixed-layer (BML)
scheme, is very easy to accomplish, following the ‘recipe’ described
in this document. Apart from a separation of the computation of
the surface flux fields from the actual ocean forcing, the mixed-
layer schemes behave like a plug-in to the HOPE model. The
desired scheme, the original HOPE mixing scheme included, can
be selected by setting a simple switch.

The BML scheme shows significant improvements in the global
SST fields and equatorial thermocline structure. The NLD scheme
is capable of producing barrier layers, which is a common observed
feature in the western equatorial Pacific. By their concept of
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mixing, barrier layers cannot be formed with the original mixing
scheme of the HOPE model or the BML scheme.

Coupled runs combined with the NLD scheme in a more recent
version of the HOPE model by M. A. Balmaseda at the ECMWF,
show even better results. In this experiment the maximum depth
of the mixed layer (HBLgo MAX) was set to 60 m, instead of the
250 m used for the experiments in this document. In view of our
results with the BML model with respects to the improvements
to the global temperature fields, we recommend to also test this
scheme in coupled run experiments.

Although in most OGCMs the vertical resolution in the upper
ocean tends to be higher than in the deep ocean, the resolution
still is too coarse to resolve the detailed mixed-layer processes.
It is expected, strong improvements will be made with higher
resolutions in the upper ocean, especially with the NLD scheme,
because it is limited to a maximum mixed-layer depth and it is
capable of resolving more detail in the profiles of temperature,
salinity and velocity in the mixed layer, van Eijk et al. (1997). This
is a important feature of the NLD scheme which is absent in any
bulk mixed-layer scheme, including the BML scheme described in
this document.

Computational costs increase by 12% and 30%, for the BML and
NLD scheme, respectively, when the HOPE model is run on a
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Fujitsu vppy 00 at the ECMWE.

The final choice of a mixed-layer scheme between the BML and the
NLD scheme, is one of a fast scheme, able to produce improved
SST fields or a ‘more complete’ physical model, which is able to
produce a feature like barrier layers. Resolution will play a major
role in this decision. Therefore, we recommend the BML scheme
when the vertical resolution is limited. In the case of high vertical
resolution, the NLD scheme is preferred, especially if one has a
particular interest in detailed mixed-layer processes.

e 000 20 Some results
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Appendix A

List of variables
This appendix deals with the parameters, constants and variables
of the two mixed-layer schemes, that are not present in the original
HOPE model. Each is sorted in several sections in analogue of the
HOPE manual, Wolff et al. (1997). Every entry is described as

local or global and is marked as a typical NLD and/or BML scheme.
For common HOPE parameters, constants or fields, we refer to
the HOPE manual, Wolff et al. (1997).

Table 2: Switches

Switch Value Description Type N B
IMIXLAY o Null mixed-layer scheme global y vy
1 NLD mixed-layer scheme
2 BML mixed-layer scheme
ISEQUENCE o  First OCMIX pass in OCESTEP  global y y
1 Second OCMIX pass in OCESTEP
Table 3: Model constants
Name  SymbolValue Description Type N B
BETAT T -0.2 Ratio of entrainment flux and surface buoyancy flux global y n
BM Cm 8.38 Constant in stability functions ¢, ¢s global y n
BS a; -28.86 Constant in stability functions ¢, ¢s global y n
CM am  1.26 Constant in stability functions ¢m, ¢s global y n
CS ¢ 98.96 Constant in stability functions @m, ¢s global y n
CSTAR C"  10.0 Proportionality coefficient parameterizing s global y n
Ccv (o 1.6 Ratio of Brunt-Viisilla frequencies in the mixed layer and at the global y n
entrainment depth
DECMUL ma2 0.4 Constant in the Ekman length scale, see Niiler and Kraus (1977) global n y
DISK 1-s 0.3 Fraction of dissipated kinetic energy global n vy
DISP 1-n 0.8 Fraction of dissipated potential energy global n y
EMM 1.25 Constant in the wind input, see Niiler and Kraus (1977) global n y
EPPSUR ¢ 0.1 Nondimensional extent of the surface layer global y n
EPZ e, 10"* Small number used in VELOCITY local y n
RIC Ri. 0.3 Critical Richardson Number global y n
XKAPPA & 0.4 Von Karman constant global y n
ZM ¢{m -0.20 Constant in stability functions ¢m, ¢s global y n
ZS ¢s -1.0 Constant in stability functions ¢m, ¢s global y n
Table 4: Model variables (3-D, dimension: IE, JE, KE+1)
Name Symbol Units Description Type N B
GKSgjo K¢y PSUm/s Nonlocal transport term for salinity, multiplied by the diffusivity global y n
coeflicient for scalars
GKTgo  Keve Km/s Same for temperature global y n
RIgo Ri Richardson number local y n
Table 5: Model variables (3-D, dimension IE, JE, KE)
Name Symbol Units Description Type N B
ALSgj0 Ié} PSU" Expansion coefficient for salt local y =
ALSIN B PSU"  Aux. array for expansion coefficient for salt in EXPCOEF  local y n
AlTgo o K'  ‘Thermal expansion coefficient local y n

o 00 22
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K!

ALTIN o Aux. array for thermal expansion coefficient in EXPCOEF local y n
Bgjo B m/s® Buoyancy global y n
SIN S PSU Auxiliary array for salinity in EXPCOEF local y n
TIN T °C  Auxiliary array for temperature in EXPCOEF local y n
Ug/oD U m/s Auxiliary array for zonal velocity on scalar points local y vy
Vg/oD \% m/s Auxiliary array for meridional velocity on scalar points local y vy
WJgj0 J Km/s Non-turbulent temperature forcing from solar radiation  global y vy
Table 6: Model variables (2-D, dimension IE, JE)
Name Symbol ~ Units  Description Type N B
ADgjo Ay m?/s  Aux. array for eddy viscosity on scalar points local y n
BFg0 Br m?/s®  Surface buoyancy forcing global y n
DECAYg0 I m Ekman length scale local n y
FACTORg0o f Fraction of the next layer to be mixed in local y y
GA1gp0 Gm(1) Value of polynomial for momentum ato =1 local y n
GDi1gjpo Gs(1) Same for scalars local y n
GA1Zgo  0-Gm(1) Derivative of polynomial for momentum ate =1 local y n
GD1Zgo  05Gs(1) Same for scalars local y n
HBLgj0 h m Mixed-layer depth global y vy
HBLgoMAX  himax m Maximum mixed-layer depth local y vy
HBLgoMIN  himin m Minimum mixed-layer depth local y vy
HDEPTH d m Depth local y n
KWUg0 k Mixed-layer identifier global y vy
RHOg/0 p kg/m®  Auxiliary array for the density local n y
RMIXg/0 Prmix kg/ m> Mixed-layer density local n y
SIGMA o Nondimensional vertical coordinate in mixed layer local y n
SMIXg0 Stmix PSU  Mixed-layer salinity local n y
TKg/0 TKE m?®/s?  Turbulent kinetic energy local n y
TMIXg/0 Trmix °C Mixed-layer temperature local n y
UMIXgj0 Umix m/s Mixed-layer zonal velocity local n y
USTARg/0 Us m/s  Friction velocity in water global y y
VMIXg/0 Vinix m/s Mixed-layer meridional velocity local n y
WAE/0 Wi m/s Turbulent velocity scale for momentum local y n
WDk W m/s Turbulent velocity scale for scalars local vy n
WSAEg/0 wSo PSU m/s Turbulent salinity flux global y vy
WTHg0 who °Cm/s Turbulent temperature flux global y vy
WUKg/0 Wiy m?/s®>  Turbulent zonal velocity flux global y vy
WVKE/0 Wiy m? / s Turbulent meridional flux global y y
Table 7: Model variables (1-D, KE)
Name Symbol Units Description Type N B

PIN p Pa  Auxiliary array for pressure in EXPCOEF local y n
Table 8: Model variables {Temporary, all local)
Name Symbol Units Description N B
AV1gpo Av|o=t m? /s Eddy viscosity coefficient at o = 1 y n
AV1iZgpo O Ay m? /s Derivative of the eddy viscosity coefficient at o = 1 y n
BejoAVG Bavg m/s?  Averaged buoyancy on layer interfaces y n

23
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CCs Cs Proportionality coefficient parameterizing ~; y n
Digo D m  Modified thickness of second layer above bottom y n
D2gjo D; m  Modified thickness of first layer above bottom y n
DIFKg/0 AKE m®/s® Gain of kinetic energy by mixing in a deeper layer ny
DIFPgj0 APE  m®/s? Gain/loss of potential energy by mixing in a deeper layer ny
DIFTKEg)0 ATKE m?®/s® Gain/loss of total TKE by mixing in a deeper layer ny
DIFWE/0 AWE m?®/s® Dissipation of wind energy in a certain layer ny
DNEW Dnew m  Next layer to be added to the mixed layer y y
DVigpo Dy|o,-1 m?/s Eddy diffusivity coefficient at ¢ = 1 y n
DVi1Zgpo 0y Dv|s-1 m?/s Derivative of the eddy diffusivity coefficient at o = 1 y n
FACgjo f General fraction of next layer to be mixed in y vy
FACHME0 St Fraction of next layer to be mixed in, from hmay condition yy
FACHNg/0 Sienin Fraction of next layer to be mixed in, from hmin condition yy
FACRIg 0 fri Fraction of next layer to be mixed in, from Ri condition y n
FACTKg/0 frxe Fraction of next layer to be mixed in, from TKE condition ny
FLAGg/0 Flag, o/ 1, stating if a general condition is unfulfilled/fulfilled yy
FLAGBFg0 Flag, o/1, stating if the By condition is unfulfilled/fulfilled y n
FLAGHME)0 Flag, o/ 1, stating if the hmax condition is unfulfilled/fulfilled y vy
FLAGHNg/ 0 Flag, o/ 1, stating if the hmin condition is fulfilled /unfulfilled yy
FLAGRIg/0 Flag, o/ 1, stating if the Ri condition is unfulfilled/fulfilled y n
FLAGTKg/0 Flag, o/ 1, stating if the TKE condition is unfulfilled/fulfilled ny
GAg0o Gm(d/h) Third degree polynomial for momentum y n
GDgjo Gs(d/h) Third degree polynomial for scalars y n
HNEW hnew m  Depth of the base of Dpew yy
HOLD how m  Depth of the top of Dyew ny
HREF Pref m  Reference level, close to the surface, used in (2.3) y n
KWE/o k Mixed-layer identifier y n
PHIM, PHIS  ¢m, ¢s Dimensionless flux profiles for momentum and scalars y n
RRg/o0 R Ratio of the mixed-layer depth minus the top of the layer tothe y n
thickness of the layer
SFACTOR f Fraction of next layer to be mixed in, modified in the case of partial n vy
mixing of velocities
SIGMAX o Nondimensional vertical coordinate in mixed layer, modifiedin y n
the case of negative buoyancy forcing
Ug0AVG Uavg m/s Averaged zonal velocity on layer interfaces y n
Ve 0AVG Vavg m/s Averaged meridional velocity on layer interfaces y n
VT2gp0 % m? /s> Square of velocity scale of turbulent velocity shear y n
WAZg/0 OsWmlo-1 m/s Derivative of turbulent velocity scale for momentum ato = 1 y n
WBRADEg/0 -Bg m?®/s® Radiative contribution to the surface buoyancy forcing By y n
WBTURE/0 why  m?3/s? Turbulent contribution to the surface buoyancy forcing By y n
WDZg/0 Osws|s-1  m/s Derivative of turbulent velocity scale for scalars at o = 1 y n
WINDEg/0 WE(d) m3/s® Wind energy at depth d ny
XNEgjo N s'  Brunt-Viisilli frequency y n
ZZ ¢ Stability parameter, equal to du /By y n
Appendix B

Modifications to HOPE routines

The source of the added subroutine OCFLUX and the modified part  The new routine OCFLUX saves the flux fields for the mixing
of subroutine OCTHER are shown below. These modifications are  routines.

needed to obtain the correct separation of the surface fluxes and

the ocean forcing needed for the mixed-layer schemes. For brevity ~ SUBROUTINE OCFLUX

most comments have been left out. *(

eoo0o 24
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#include "dyn_outarg.h"
*)

#include "dyn_outdim.h"

#include "param.h"

#include "commol.h"

#include "oceval.h"

#include "relax.h"

#include "mixcom.h"

g
REAL FLD1E(IE,JE),FLD10(IE,JE)
REAL FLD2E(IE,JE),FLD20(IE,JE)
REAL SOLGLE(IE,JE,KE),SOLGLO(IE,JE,KE)
Commmmmm e BUOYANCY FLUXES ------cooooom-

RELTDZW = RELTEM#DZW(1)
RELSDZW = RELSAL*DZW(1)
RELTIDZW = RELTICE*DZW(1)
RELSIDZW = RELSICE*DZW(1)
DTDWI DT*DWI(1)

[

DO 1100 J=1,JE

DO 1100 I=1,IE
WETE=MAX(0.,DDPE(I,J,1)/(DDPE(I,J,1)-EPPS))
WET0=MAX(0.,DDP0O(I,J,1)/(DDP0O(I,J,1)-EPPS))

WTHE(I,J)=-((1-WOCSCAE(J))*RELTDZW*
(TAFE(I,J)-THE(I,J,1))
+ WOCSCAE(J) *AOHFLXE(I,J)/ROCP
Y*WETE

WTHO(I,J)=-((1-WOCSCAO(J))*RELTDZW*
(TAFO(I,J)-THO(I,J,1))
+ WOCSCAO(J) *AOHFLXO(I,J)/ROCP
)*WETO
WSAE(I,J)=-( RELSDZW*(SAFE(I,J)-SAE(I,J,1))
- IAPME*AOPMEE(I,J)*SAE(I,J,1))*WETE
WSAO(I,J)=-( RELSDZW*(SAFO0(I,J)-SAO(I,J,1))
- IAPME+AOPMEO(I,J)*SAO(I,J,1))*WETO

THETMP = THE(I,J,1) - DTDWI*WTHE(I,J)
THOTMP = THO(I,J,1) - DTDWI*WTHO(I,J)
SAETMP = SAE(I,J,1) - DTDWI*WSAE(I,J)
SAOTMP = SA0(I,J,1) - DTDWI*WSAO(I,J)

FLAGTE=MIN(1.,(0.5+SIGN(0.5,TFREEZ-THETMP))
+ (0.5+SIGN(0.5,TFREEZ-TICE(I,J))))
*ICEPSEUDO

FLAGTO=MIN(1.,(0.5+SIGN(0.5, TFREEZ-THOTMP) )
+ (0.5+SIGN(0.5,TFREEZ-TICO(I,J))))

*ICEPSEUDO

FLAGSE = (0.5+SIGN(0.5,TFREEZ-TICE(I,J)))
*ICEPSEUDO

FLAGSO = (0.5+SIGN(0.5,TFREEZ-TIC0(I,J)))
*ICEPSEUDO
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WTHE(I,J) = WTHE(I,J) - FLAGTE*RELTIDZW*
(TICE(I,J)-THETMP)*WETE

WTHO(I,J) = WTHO(I,J) - FLAGTO*RELTIDZWx
(TICO(I,J)-THOTMP)+*WETO

WSAE(I,J) = WSAE(I,J) - FLAGSE+RELSIDZW*
(SICE(I,J)-SAETMP)+WETE

WSAO(I,J) - FLAGSO*RELSIDZW*

(SICO(I,J)-SAOTMP)+WETO

WSAO(I,J)

FLD1E(I,J) =-WTHE(I,J)*ROCP
FLD10(I,J) =-WTHO(I,J)*ROCP
FLD2E(I,J) = WSAE(I,J)/SAE(I,J,1)
FLD20(I,J) = WSAO(I,J)/SA0(I,J,1)

il

1100 CONTINUE

NLEV=1

ICODE= 28 + 128 ! instant field

CALL OUTPROC(FLD10,FLD1E,NLEV,’V ’,ICODE,
#include "dyn_outarg.h"

*)

NLEV = 1

ICODE= 30+128 'instant field

CALL OUTPROC(FLD10,FLD1E,NLEV,’V ’,ICODE,
#include "dyn_outarg.h"

*)

DO 1200 K=1,KE
DO 1200 J=1,JE
DO 1200 I=1,IE
SOLGLE(I,J,K)
SOLGLO(I,J,K)
1200 CONTINUE

SOLPROF (K) *ISOLPR
SOLPROF (K) *ISOLPR

SOLTRANS = 0.0

DO 1210 K=1,KE-1
SOLTRANS = SOLTRANS - SOLPROF(K)

DO 1210 J=1,JE
DO 1210 I=1,IE

WETEO = MAX(O.,DDPE(I,J,K )/(DDPE(I,J,K )
-EPPS))
WETEU = MAX(0.,DDPE(I,J,K+1)/(DDPE(I,J,K+1)
-EPPS))
WETO0 = MAX(0.,DDPO(I,J,K )/(DDPO(I,J,K )
-EPPS))
WETOU = MAX(O.,DDPO(I,J,K+1)/(DDPO(I,J,K+1)
-EPPS))

SOLGLE(I,J,K) = SOLGLE(I,J,K)
+ SOLTRANS*WETEO*(1.-WETEU)
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SOLGLO(I,J,K) = SOLGLO(I,J,K) *)
. + SOLTRANS*WETQO0*(1.-WETOU)
1210 CONTINUE [ e e e L L L L LT s
RETURN
DO 1220 K=1,NSOLPEN END
DO 1220 J=1,JE
DO 1220 I=1,IE Part A of OCTHER (boundary forcing on temperature, salt and sea

level) also had to be modified. It is now coded as follows
WJE(I,J,K) =-AOSOLE(I,J)*SOLGLE(I,J,K)/ROCP

WJO(I,J,K) =-A0SOLO(I,J)*SOLGLO(I,J,K)/ROCP SUBROUTINE OCTHER
*(
IF (K.EQ.1)THEN #include "dyn_outarg.h"
FLD1E(I,J) = -ROCP*AOSOLE(I,J) *)
*(SOLGLO(I,J,1)+1.)
FLD10(I,J) = -ROCP*A0SOLO(I,J) #include "dyn_outdim.h"
*(SOLGLE(I,J,1)+1.) #include "param.h"
ELSE #include "commol.h"
FLD1E(I,J) = FLD1E(I,J)-ROCP*WJO(I,J,K) #include "oceval.h"
FLD10(I,J) = FLD10(I,J)-ROCP*WJE(I,J,K) #include "mixpar.h"
ENDIF #include "relax.h"
#include "mixcom.h"
1220 CONTINUE COMMON /STACK1/ AAVE,AAVO
REAL AAVE(IE,JE,KEP), AAVO(IE,JE,KEP)
NLEV=1 REAL RHUPPE(IE,JE),RHUPPO(IE,JE)
ICODE= 29+128 'instant field REAL FLDE(IE,JE,KEP),FLDO(IE,JE,KEP)
CALL OUTPROC(FLD10,FLD1E,NLEV,’V ’,ICODE,
#include "dyn_outarg.h" C
*) Y
C A) FORCING FROM OCFLUX APLLIED TO FIELDS
Commmm e WIND FLUXES -----------oommmmn C
DO 1300 J=1,JE Cmm e
DO 1300 I=1,IE DTDWI = DT*DWI(1)
WUKE(I,J) = -AOTXE(I,J)*0.000977 DO 1100 J=1,JE
WUKO(I,J) = -A0TX0(I,J)*0.000977 DO 1100 I=1,IE
WVKE(I,J) = -AOTYE(I,J)*0.000977
WVKO(I,J) = -AOTYO(I,J)*0.000977 ZE(I,J) = ZE(I,J) + DT*WSAE(I,J)/SAE(I,J,1)
Z0(I,J) = z0(I,J) + DT+WSAO(I,J)/SA0(I,J,1)
FLD1E(I,J) = -WUKE(I,J)/0.000977 THE(I,J,1) = _THE(I,J,1) - DTDWI*WTHE(I,J)
FLD10(I,J) = -WUKO0(I,J)/0.000977 THO(I,J,1) = THO(I,J,1) - DTDWI*WTHO(I,J)
FLD2E(I,J) = -WVKE(I,J)/0.000977 SAE(I,J,1) = SAE(I,J,1) - DTDWI*WSAE(I,J)
FLD20(I,J) = -WVKO(I,J)/0.000977 SAO(I,J,1) = SAO(I,J,1) - DTDWI*WSAO(I,J)
1300 CONTINUE 1100 CONTINUE
NLEV=1 IF(ICYCLI.GE.1) CALL PERI0O2(1,ZE)
ICODE= 25+128 !instant taux . IF(ICYCLI.GE.1) CALL PERI02(2,Z0)
CALL OUTPROC(FLD10,FLD1E,NLEV,’V ’,ICODE,
#include "dyn_outarg.h" [ SOLAR PENETRATION ------------
*) DO 1200 K=1,KE
NLEV=1
ICODE= 26+128 finstant tauy DTDWI = DT*DWI(K)
CALL OUTPROC(FLD20,FLD2E,NLEV,’V ’,ICODE,

#include "dyn_outarg.h" DO 1200 J=1,JE

o000 26
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DO 1200 I=1,IE

TRIE

ICEPSEUDO+TICE(I,J) + (1.-ICEPSEUDO)

*THE(I,J,1)

TRIO = ICEPSEUDO*TICO(I,J) + (1.-ICEPSEUDO)

*THO(I,J,1)

WETE=MAX(0.,DDPE(I,J,K)/(DDPE(I,J,K)-EPPS))
* (0.5-SIGN(0.5,TFREEZ-TRIE))

WET0=MAX (0. ,DDPO(I,J,K)/(DDPO(I,J,K)-EPPS))
* (0.5-SIGN(0.5,TFREEZ-TRIO))

THE(I,J,K) = THE(I,J,K) - DIDWI*WJE(I,J,K)
*WETE

THO(I,J,K) - DTDWI*WJO(I,J,K)
*WETO

]

THO(I,J,X)
1200 CONTINUE

CALL 0CPODI

B)

aQ QO a a Q

BAROCLINIC PRESSURE AND STABILITY

Finally, OCWIND can be simplified as part of the work has already
been done in OCFLUX.
SUBROUTINE OCWIND
*(
#include "dyn_outarg.h"
*)
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#include "dyn_outdim.h"
#include "param.h"
#include "commol.h"
#include '"oceval.h"
#include "relax.h"

#include "mixcom.h"

DTDWI = DT*DWI(1)

DO 1 J=1,JE
DO 1 I=1,IE

AMSUE=MAX (0. ,DDUE(I,J,1)/(DDUE(I,J,1)-EPPS))
* (0.5-SIGN(0.5,TFREEZ-THE(I,J,1)))*IATAU
AMSUQ=MAX (0.,DDUO(I,J,1)/(DDUO(I,J,1)-EPPS))
* (0.5-SIGN(0.5,TFREEZ-THO(I,J,1)))*IATAU

UOE(I,J,1) = UOE(I,J,1) - DTDWI*WUKE(I,J)

*AMSUE
voo(1,J,1) = UO0O(I,J,1) - DTDWI*WUKO(I,J)
*AMSUO
VOE(I,J,1) = VOE(I,J,1) - DTDWI*WVKE(I,J)
*AMSUE
voo(1,J,1) = v00(1,J,1) - DTDWI*WVKO(I,J)
*AMSUO
1 CONTINUE
RETURN
END
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