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Abstract

Climate change scenarios for the Netherlands for temperature, precipitation, potential
evaporation and wind for 2050, and for sea level rise for 2050 and 2100 have been
constructed using a range of data sources and techniques. The scenario variables have been
defined after consultation with a number of potential scenario users.

General Circulation Model (GCM) simulations which have become available during the
preparation for the upcoming Fourth Assessment report (AR4) of IPCC have been used to
derive scenarios of sea level change in the eastern North Atlantic basin and wind speed in the
North Sea area. The GCM simulations also were used to span a range of changes in seasonal
mean temperature and precipitation over the Netherlands. It was found that most of this
range could be related to changes in projected global mean temperature and changes in the
strength of seasonal mean western component of the large scale atmospheric flow in the area
around the Netherlands. Therefore, temperature and circulation were used to discriminate
four different scenarios for temperature, precipitation and potential evaporation, by choosing
two different values of global temperature change and two different assumptions about the
circulation response. The construction of the extreme precipitation and temperature values
and the potential evaporation values was carried out using an ensemble of Regional Climate
Model (RCM) simulations and statistical downscaling on observed time series. Additional
scaling and weighting rules were designed to generate RCM sub-ensembles matching the
seasonal mean precipitation range suggested by the GCMs.

The circulation steering parameter has a great impact on the number of precipitation days,
the seasonal mean precipitation, and the intensity of extreme precipitation exceeded once
every 10 years. Also potential evaporation is affected greatly by the assumed circulation
change. Changes of daily mean wind speed exceeded once per year are rather small,
compared to the typical interannual variability of this variable. Sea level change scenarios are
constructed using a combination of GCM output and a literature survey of sea level change
contributions from changes in terrestrial ice masses. For 2100 the scenarios span a range
between 35 and 85 cm.

This report contains a detailed description of the motivation and rationale of the new
KNMTI'06 climate scenarios for the Netherlands, and provides a detailed description of the
methodology used for each group of variables. A summary table (Table &-1) lists all final
scenario values. The last part of the manuscript provides guidelines for the use and
interpretation of the scenario values. Also an index is provided with a justification of the
statements made in a popular brochure on the KNMI'o6 climate scenarios.
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GENERAL DESCRIPTION

1 Introduction

1.1 Quick reading guide

This manuscript contains a description of the construction of the new climate change
scenarios 20006 for the Netherlands, identified as the KNMI'o6 climate scenarios. It is
probably too detailed for people interested in a specific feature or component, and
simultaneously there can be many details missing. The group of readers who want a broad
overview of the rationale of the construction of the scenarios and some more details about a
certain group of variables are advised to read Section 3, in particular Section 3.2. Table 1-1
gives an index of sections where the different groups of variables are discussed.

The remainder of this report provides the technical and scientific documentation of the
KNMI'06 scenarios. After a description of the context and methodological justification, a
brief overview of the history of climate scenarios at KNMI is given in Section 2. The rationale
and methodology to arrive at the four scenarios are detailed and documented in Section 3.
The resulting quantitative changes are presented for temperature and precipitation, potential
evaporation, wind, and sea level in Sections 4 to 7. After the final summary (Section 8),
Section 9 is devoted to remarks on how these quantitative numbers can and should be
interpreted in applications. Suggestions for future research directions are described in
Section 10. Section 1 1 contains references justifying each of the statements made in the
brochure “Climate in the 21 century; Four scenarios for the Netherlands” (KNMI, 20006).

1.2 Context and Motivation

Information on regional and local climate variability and extremes is of great practical
importance for living conditions and almost all human activities. Nature and man have
adapted to the conditions of local climate so closely that large deviations of it may cause
considerable damage. As a result, detailed information on climate change is required for
impact and adaptation studies in the Netherlands.

Climate change is a subject of intense scientific research. When the Fourth Assessment
Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC) will be published in
2007 it will condense results from thousands of scientific publications into a general
assessment of the current knowledge about the climate system and the man-induced changes
to it. Despite this wealth of information, regional and local climate change predictions are
still hard to make due to the complexity of the climate system. A regional manifestation of
climate change is subject to many interacting processes affecting atmospheric circulation and
region-specific responses of physical processes. The KNMI Climate Scenarios 2006
presented in this report have been formulated on the basis of current knowledge and
uncertainties with the ambition of providing planners with the best possible advice. They
provide an update of the previous generation climate scenarios (Kénnen, 2001), as described
in Section 2.

Potential future evolutions of the climate (so-called “projections”) are explored with the help
of sophisticated global climate models (General Circulation Models, GCMs). These models
differ considerably in their projections, for regional scales in general and for the Western
European region in particular. Uncertainties arise from imperfect models, internal variability
of the climate system, and unknown future evolutions of anthropogenic forcings of the
climate system. To capture the possible range of future climate change an ensemble
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approach is required in which boundary conditions, initial conditions and model
formulations are varied.

A means of dealing with uncertainty is the construction of a small collection of climate
scenarios. Climate scenarios are relevant, plausible and internally consistent pictures of how
the climate may look like in the future (IPCC, 2001). Relevant means that they must allow
the evaluation of climate change effects under conditions relevant for decision making. In
many impact assessment applications the robustness of strategies is analyzed, and this
assessment can only be done when the possible range of conditions for which the application
is being evaluated is wide enough. Plausible means that the scenarios should reflect a future
that is considered to be possible. The definition of what is plausible is somewhat subjective:

very extreme changes may be very unlikely but not totally impossible, and in some cases it
may be relevant to make an assessment of the consequence of this extreme, yet unlikely,
event. Internally consistent implies that different physical processes that are quantified in the
scenarios are likely to be occurring simultaneously. In practice, multiple variables (e.g.,
temperature, precipitation, wind) affect an application, and the change of these variables
should thus be projected in a consistent manner.

Different applications or sectors in society may require different climate information or

scenarios. The selection and specification of scenario variables and the selection of projection

time frames depend on the requirements of the users and thus on the actual dialogue

process with stakeholders. For this reason, scenarios are some times called “social

constructs” (Miiller and Von Storch, 2004; Von Storch, 2000).

Table 1-1: Overview of variables in the KNMI'06 climate scenarios. The section refers to the
chapter where the variables are described in detail. A brief explanation of the rationale and sources
of information per group of variables is given in Section 3.2.

Summer (JJA) Winter (DJF) Section

Mean summertime temperature Mean wintertime temperature 4.4

Mean temperature of yearly warmest =~ Mean temperature of coldest winter 4.5

summer day day

Mean summertime precipitation Mean wintertime precipitation 4.4

Number of summertime precipitation =~ Number of wintertime precipitation 4.4

days days

Mean precipitation on summertime Mean precipitation on wintertime 4.4

precipitation day precipitation day

Local precipitation daily sum exceeded 10-day precipitation daily sum 4.5

once every I0 years exceeded once every 10 years

Summertime potential evaporation 5
Daily mean wind exceeded once per 6.2
year

Not seasonally dependent

Mean sea level rise 7.8

The existence of different user groups implies that “general” climate change scenarios are
not necessarily useful for all. On the other hand, the construction and publication of an
unlimited number of scenarios is not desirable, since the construction of a coherent set of
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impacts for different sectors is then no longer feasible. Some grouping is thus required, in
order to serve as many users as possible with a limited and coherent set of future inventories.

The scenarios that are addressed in this study are a group of general climate change
scenarios constructed by KNMI for the Netherlands for the target periods around 2050 and
2100. The scenarios include values of changes of a set of variables, where relevant per
season, in particular winter (December, January and February) and summer (June, July,
August). The scenarios consist of values for the changes in both climatological means and
extremes on the daily time scale. The variables included in the KNMI climate scenarios are
listed in Table 1-1. The construction of these scenarios is described in detail in this
manuscript.

General climate change scenarios for the Netherlands have been issued before by Kénnen
(2001; see also Kors et al., 2000, Kabat et al., 2005 and Section 2). Similar regional climate
change scenarios have been developed for many larger and smaller regions of the world, e.g.
the United States (Giorgi et al., 1994; MacCracken et al., 2003), the United Kingdom
(Hulme et al., 2002), Switzerland (Frei, 2004) and Southern Africa (Arnell et al., 2005).
The reason to present new general climate change scenarios for the Netherlands at this
moment is a combination of questions from stakeholders and newly available knowledge on
the climate system.

We will first discuss some aspects of our current understanding of the climate system
(Section 1.3), and available methods to make assessments of future evolutions of the
(regional) climate (Section 1.4). This is followed by a brief description of the interaction with
stakeholders, and the approach chosen for scenario development (Section 1.5).

1.3 Understanding climate and climate change

The state of the climate system is constantly changing. The combination of multiple time
scales related to the solar cycle, heat exchange between ocean, land and atmosphere, and
other physical processes is able to generate regional variations on many time scales (CLIVAR,
1995). An example that even on 3o0-year time scales climate displays substantial and
unpredictable variability is given by Selten et al. (2004). Additional change comes from
variations in forcings of the atmosphere and ocean, both natural (such as variations in solar
strength and variations in atmospheric dust load due to volcanic eruptions) and
anthropogenic (such as anthropogenic emissions of greenhouse gases and changes in land
use).

The climate system is characterized by a large number of processes acting on different
temporal and spatial scales. The first order climate response to enhanced greenhouse gas
concentrations may be regarded as a radiative adjustment leading to a change of the
temperature distribution through the atmosphere: higher temperatures near the surface,
cooler temperatures in the higher troposphere and stratosphere. This response is
accompanied by a complex chain of higher order effects, including changes in snow and ice
cover, the hydrological cycle, ocean currents, atmospheric circulation patterns and
distribution of storage reservoirs for heat, moisture and carbon.

As an additional complication, the processes also interact with each other, causing many
different feedbacks, both positive and negative (Komen, 2001). A quantitative assessment of
the effects of these forces and processes requires the use of numerical models, such as
GCMs. Much effort has gone into their development and validation, e.g. under the umbrella
of the Coupled Model Intercomparison Modelling project, CMIP (Meehl et al., 2000, 2005;
Covey et al., 2003). The many validation studies that have been carried out have given
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valuable insight in the abilities and shortcomings of these models in reproducing the
observed climate of the twentieth century (Boer et al., 2000; Stott et al., 2000). As it turns
out some climate variables (e.g., global mean temperature) are better simulated than others
(e.g., regional precipitation).

Even with a well calibrated GCM, simulation of the future climate is subject to considerable
uncertainty. Projections are made with climate models which are forced with external
variables, such as volcanic dust load, solar insolation and anthropogenic emissions and land
use changes. The anthropogenic forcings are closely related to socio-economic developments,
which are difficult to predict. To overcome this problem a set of widely agreed greenhouse
gas emission scenarios have been constructed (IPCC, 2000; these scenarios are known as
the SRES scenarios). Climate models are then used to translate each emission scenario into a
climate change scenario.

Another important source of uncertainty comes from the internal dynamics of the climate
system. It is well known that deterministic weather prediction is not possible beyond a
horizon of one or two weeks due to the chaotic nature of the atmospheric flow. However, the
mean (climatic) state of the flow has some predictability (Lorenz 197 5; Palmer, 1993;
Shukla, 1998), especially when “external” factors such as solar insolation or the atmospheric
composition are changing. Climate predictability remains limited (Tennekes, 1990, Komen,
2001), as there is always the possibility of unexpected features (Komen, 1994), for example,
when certain thresholds are exceeded (Manabe and Stouffer, 1988; Schaeffer et al., 2002;
Rial et al., 20075).

Recently, several studies have addressed the problem of limited predictability using an
ensemble of model simulations. In this approach uncertainty related to initial conditions
and/or parameter values is mapped into uncertainty in the future state of the system. In
weather prediction the ensemble approach is operational (Molteni et al., 1996; Buizza et al.,
20035), resulting in an estimate of the probability distribution of future weather variables, a
few days later. This approach has been successfully extended to seasonal prediction (Palmer
et al., 2004), where the mean state of the climate system is predicted with coupled
atmosphere/ocean models. Similar work is done for predictions on a longer, decadal time
scales. A regional multi-model study of climate change was presented by Vidale et al. (2003).
In the Dutch Challenge project (Selten et al., 2004) ensemble projections for the 2 1% century
were made with a global coupled atmosphere/ocean model. The result showed significant
(internal) decadal variability of the mean state, in good agreement with the magnitude of
observed decadal variations. Another example is the so-called perturbed physics ensemble
(Allen et al., 2000; Murphy et al., 2004), where the perturbations were generated by varying
key model parameters within their range of uncertainty. The studies give valuable insights in
the limitation of predictability on seasonal to decadal time scales.

In summary, the assessment of the future evolution of (regional) climate is subject to many
uncertainties:

e the unknown evolution of anthropogenic activities and natural forcings and the
degree to which these will change the greenhouse gas concentrations in the
atmosphere or the land cover;

e the limited quality of present-day climate models, owing to limited process and
system understanding and limited computer resources;

e lack of knowledge about the climate response to future atmospheric concentrations
and land use;

e the inherent internal variability of the climate system.
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Predictions of anthropogenic climate change are hampered by these uncertainties. Model
ensemble studies (Murphy et al., 2004) are a viable method for exploring uncertainty, but
they will never provide absolute certainty, simply because the models involved may share
common deficiencies.

For making a systematic outlook of future climate, a hierarchy of climate models at various
spatial resolutions and empirical/statistical techniques is the most suitable tool. IPCC (2001)
concludes in their Third Assessment Report (TAR) that “the combined use of different
techniques may provide the most suitable approach in many instances. The convergence of
results from different approaches applied to the same problem can increase the confidence in
the results”. This is the methodology followed in this report for developing the climate
scenarios for the Netherlands.

1.4 Available tools for assessing future climate

The climate change scenarios for the Netherlands are based on a hierarchy of GCM model
output, high resolution nested Regional Climate Model (RCM) simulations, and
empirical/statistical downscaling using local observations in the Netherlands.

Coupled atmosphere-ocean GCMs are the most suitable tools to simulate the global climatic
response to anthropogenic forcings, as they represent the current state of our understanding
of the global climate system in a quantitative, consistent and integrated structure. The
present construction of climate change scenarios for the Netherlands is based on a multi-
model ensemble approach, where use is made of many recent model simulations, and where
the use of each model is based on a careful expert-judgement of the quality of that particular
model. An important source of information is the database of global GCM results, made
available by the Climate Model Diagnosis and Intercomparison (PCMDI) group at Lawrence
Livermore National Laboratory, in collaboration with the JSC/CLIVAR Working Group on
Coupled Modelling (WGCM) and their Coupled Model Intercomparison Project (CMIP; see
http://www-pcmdi.1llnl.gov/ipce/about ipcc.php). This database contains
results from control runs for the present climate and from transient runs for the 2 1* century
forced with a set of SRES emission scenarios.

An ensemble of GCM simulations driven by a range of greenhouse gas emission scenarios is
compared to observations to make a selection of GCMs that adequately simulate the
important climate features in the Netherlands and surroundings. Projections with this set of
GCMs are grouped into four different scenarios, where variations in global mean
temperature and in the response of the regional atmospheric circulation are used to
discriminate between the scenarios.

The typical grid resolution in state-of-the-art GCMs is still too coarse to examine effects of
local topography and land use, and to quantify local extreme events. In a process called
dynamical downscaling, GCM-simulations are used as boundary condition for high
resolution Regional Climate Models (RCMs), where information on mesoscale effects and
small-scale temporal and spatial variability of meteorological variables is generated. Again, an
ensemble approach is followed where multiple RCM/GCM combinations are used. The main
source of information here are results from the European PRUDENCE project (Christensen
et al., 2002) including the KNMI Regional Climate Model RACMO2 (Lenderink et al.,
2003). The PRUDENCE archive (http://prudence.dmi.dk) mainly contains time-slice
runs for the period 2070-2100 based on the SRES A2 scenario. However, the PRUDENCE
RCM output cannot be used directly to construct scenarios for time frames or circulation
changes that are not included in the database. Therefore, we used an indirect “scaling”
approach by combining existing GCM and RCM outputs in an optimal way. By verification
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and qualitative expert judgement of the RCM results, a selection of models used for each
scenario is made.

The combined GCM/RCM scaling approach only produces meaningful changes for a limited
number of indices related to the means and the extremes of climate variables of interest, in
particular temperature and precipitation. Many applications, however, need a more complete
description of the probability density functions or time series representative for future
climate conditions for these climate variables. Therefore, where possible, additional
information on spatial and temporal variability is added by a transformation of a set of
observation time series from Dutch weather stations covering the 20™ century. This
transformation, for example, yields changes in the number of cold and warm days or 10-day
precipitation amounts.

Sea level scenarios are directly derived from the GCM simulations and recently published
results. For sea level rise, we use all GCM model output available at PCMDI to estimate the
effect of thermal expansion of the ocean on sea level. Estimates of the contribution of melting
land ice are based on the recent literature. For the wind scenarios we use a selection of GCMs
with a good representation of large scale flow over Europe. High resolution RCMs do not add
relevant information on this variable.

1.5 The scenario structure and consultation of scenario users

Climate change is represented by changes in many different climate indices, related to the
means and the extremes on different temporal and spatial scales. It is practically impossible
to represent the range spanned by the full set of indices by a limited set of scenarios.
Therefore a selection has been made in order to focus the scenarios on the indices that are
most relevant to society. Part of this selection was based on a user consultation involving
individuals and institutions involved with planning in the Netherlands in the following
sectors: water, nature/ecosystem, energy, agriculture, transport and infrastructure, industry,
financial services and public health. With some of these sectors already intensive contacts
were maintained over the last few decades; contacts with others were new. In several
presentations and meetings information on climate change was provided, and information
needs were expressed by the audience.

Table 1-2: Values for the steering parameters used to identify the four KNMI'06 climate scenarios
for 2050 relative to 1990. The scenario labels are explained in the main text.

Scenario Global Temperature Change of atmospheric
increase in 2050 circulation

G +1°C weak

G+ +1°C strong

W +2°C weak

W+ +2°C strong

On the basis of these discussions the list of variables included in the climate scenarios was
fine-tuned, resulting in the list in Table 1-1. The climate scenarios mainly focus on changes
for 2050, since most potential users of the scenarios do not have a longer planning horizon.
To complete the picture of the future climate, the changes of the climatological mean and
daily extremes included in the scenarios need to be accompanied by information on natural
year-to-year variability. This is effectuated by presenting scenario values in conjunction with
observed time series in which variability on interannual and longer time scales is included
(see Section 9.7).
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The criterion for discriminating the actual four scenarios is based on the GCM projections.
Inspection of GCM output for the B1, A1B and A2 scenarios shows a range in mean global
mean temperature rise between 1990 and 2050 of approximately +1°C to +2°C. For the
first half of the 2 1% century the uncertainty due to different emission scenarios is smaller
than the uncertainty induced by the differences between individual GCMs driven by the same
emission scenario. To tag the different scenarios to elementary underlying assumptions, it
was decided not to relate the climate scenarios to emission scenarios, but simply to the
increase in global mean temperature by 2050. Global mean temperature increase is thus the
first criterion to discriminate the four scenarios. The values for global temperature increase
and atmospheric circulation change chosen to discriminate the four scenarios for the
Netherlands are summarized in Table 1-2. They represent a “moderate” increase of the
global temperature of +1°C in 2050 relative to 1990, and a “strong” increase of +2°C in
2050. These temperature increases are consistent with the previous generation climate
change scenarios for the Netherlands (Kénnen, 2001; see Section 2).

A further analysis of GCM and RCM output for typical regional quantities revealed the
importance of changes in circulation patterns over Europe for the climate in the Netherlands.
It was found that for a given global temperature rise the range of future climate conditions
for the Netherlands could be very well spanned by specification of differences in the
simulated circulation change. Two anticipated circulation regime changes are included in the
scenarios: a strong change of circulation, which induces warmer and moister winter seasons
and increasing the likelihood of dry and warm summertime situations, and a weak change of
circulation. Both regimes are presented for the +1°C and +2°C global temperature increases,
producing a total of four scenarios (see Figure 1-1). Table 1-2 gives an overview of the
scenario labels. “G” is taken from the Dutch word “Gematigd” (= moderate), while “W” is
taken from “Warm”. "+" indicates that these scenario's include a strong change of circulation
in winter and summer.

Air circulation
patterns

arm
change World
temperature
in 2050

, ‘compared
G 0 to 1990

Figure 1-1: Schematic overview of the four KNMI'06 climate scenarios. For the legend, see
Table 1-2.

changed

unchanged

Specific scenario values for the global temperature change and the circulation change were
chosen in such a way that they represented the underlying variability of GCM results for
Western Europe well, without overemphasising the extreme members in the GCM
projections. This will be explained in more detail in Section 4.

For mean sea level rise in the North Sea, which is not clearly related to regional patterns of
atmospheric circulation, a different approach was chosen. In fact, only two scenarios are
distinguished (high global temperature and low global temperature rise) and for each
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scenario the uncertainty range is quantified based on an analysis of all available GCM output
and results from the recent literature. Sea level scenarios are given for both 2050 and 2100.

2 History of KNMI climate change scenarios

The practice of KNMI climate change projections dates back to 1991 with a project that was
funded by the National Research Programme on Climate Change (NRP). Klein Tank and
Buishand (199 5) and Buishand and Klein Tank (1996) transformed observed precipitation
records into time series representative for the future climate, which were useful for climate
change impact studies. This transformation makes use of regression relations between
precipitation and other climate variables (temperature and surface air pressure). The
rationale is that information on large scale temperature and pressure changes can be used to
derive local precipitation changes. The method allows for a modification of the sequence of
wet and dry days by assigning a probability of rain to each day.

8 T N T T T T

R (mm)

-20 -10 ‘ 0 10 ‘ 20 ] 30
T(°C)
Figure 2-1: Relation between mean daily precipitation amount (R) and mean temperature in De
Bilt (T) for wet days between 1906 and 1981 (from Buishand and Klein Tank,1996).

National and regional water authorities extensively used these transformed time series. The
project was followed by a more formal suite of climate change scenarios, prepared in the
context of ‘Water Management in the 2 1% Century’ (WB21) (Kors et al., 2000; Kénnen,
2001). In these scenarios, only global temperature rise is considered as the independent
driving variable, and a low, central and high value were adopted. For precipitation, observed
relationships between temperature and precipitation intensity were used (Figure 2-1). These
scenarios were constructed after the publications of the Second Assessment Report (SAR) of
IPCC. It was assumed that local temperature change was equal to global mean temperature
change. Sea level rise scenarios were derived from model calculations published in the SAR,
and adjustments were included to account for land subsidence in the coastal area of the
Netherlands. A collection of primary scenario variables is given in Table 2-1.

An essential assumption in the WB21 scenarios is that the scaling relations derived from the
observations would not change under climate change conditions. This implies that the
frequency distribution of circulation patterns (and associated precipitation days) would not
change either. The appearance of the Third Assessment Report of IPCC did not give rise to a
modification of the WB21 scenarios (Beersma et al.,, 20071).

After the first publication of the WB21 scenarios in 2000 (Kors et al., 2000), a number of
additional scenarios was constructed, as requested by several users. The scaling relations
applied for these additional scenarios were similar as in the original WB21 scenarios. In one
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scenario, it was assumed that the global temperature increase would be accompanied by a
strong decline of the Atlantic thermohaline circulation (Section 7), thus giving a relatively
strong cooling of Northwest Europe (based on Klein Tank and Kénnen, 1997). Another
scenario was based on evidence from early GCM and RCM simulations for Europe, in which
higher temperatures would lead to strong drying of the continent during summer, which in
turn would lead to enhanced warming and reduced precipitation. In a later study by Beersma
and Buishand (2002) this dry scenario has been transformed into a more sophisticated
scenario that was constructed in the context of the National Drought study (RIZA, 2005). In
that scenario, a seasonal variation in evaporation and precipitation changes was based on
RCM results.

Table 2-1: Collection of variables according to the WB2 1 scenarios and later variants of these
scenarios (Kénnen, 200 1; Beersma and Buishand, 2002).

Variable low central high change of high dry
Atlantic
circulation
Annual mean temperature in +0.5 +1I +2 -2 +2
2050 (°C)
Annual mean precipitation (%) +1.5 +3 +6 -6 -10
Summer precipitation (%) +0.5 +1 +2 -2 -10
Winter precipitation (%) +3 +6 +12 -12 -10
1oday precipitation sum (%) +5 +10 +20 -20 -10
Return period of 1/100 yr daily 90 78 62 - 200
precipitation sum (yr)
Annual evaporation (%) +2 +4 +8 -8 +8
Sea level rise (cm) +10 +25 +45 - +45
Intensity of high wind speed *5 *5 +5 - o--10

and gales (%)

A notable feature of the WB21 scenarios is that the sign of the changes in the mean and
extreme precipitation is the same (see Table 2-1): an increase in mean precipitation implies
an increase of the intensity of extreme precipitation events (or equivalently a reduction in the
return period). Reversely, the dry scenario (with reduced summer precipitation) shows an
increased return period of extreme precipitation as well. This feature is not necessarily
realistic. Many recent (model based) projections of future climate indicate that reduced
precipitation during summer is likely to be associated with small changes or increased levels
of extreme precipitation at midlatitude land areas (Christensen and Christensen, 2003). This
is one of the motivations for a revision of the climate change scenarios for the Netherlands,
which is outlined in the next chapters.

3 Outline of the methodology

3.1 Important factors for climate change in Western Europe

The change of the regional climate of Western Europe and local climate of the Netherlands is
determined by a chain of processes acting and interacting on global, regional and local scales.
On the global scale the radiation balance plays a major role. Uncertainties are the future
emission levels, and the level of response of the radiation balance to these greenhouse gases
and aerosols. Also heat uptake by the oceans, large scale radiation feedbacks through clouds,
water vapour and surface albedo (snow and ice) are key issues. The global change in the
radiation balance is reflected in the global temperature rise. The change of the global
temperature per W/m? increase in radiative forcing (directly related to enhanced greenhouse
gas concentrations) is often referred to as ‘climate sensitivity’. Global warming induces
changes in atmospheric circulation which, together with local processes, leads to local
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climate change in the Netherlands. Uncertainty increases when the level of regional detail
increases. For example: projections of changes of global mean temperature have a smaller
uncertainty than projections for a specific region in the world.

This somewhat simplistic picture of the chain between global scale warming and regional
scale climate effects is embedded in the methodology followed to construct the KNMI'o6
climate scenarios (Figure 3-1). Global climate models are used to diagnose the global
temperature rise and circulation effects above Europe. Regional climate models and local
observations are used to construct regional climate scenarios.

Global climate

5 models Change of global Sea level rise
b7 temperature and air and

ﬁ circulation above change in
@ Europe wind
®

E | Regional climate

G} models for

[

= Eutope Influence global

K] temperature and air

2 circulation on climate

o Dutch historic in the Netherlands

X measurement

series

Scenarios for the Netherlands o
G+ (g “

Figure 3-1: Schematic presentation of the methodology used for the construction of the KNMI'06
climate scenarios. The blue rectangles describe the sources of scenario information in the green
rectangles. The arrows symbolise the information flow. Information about the climate system at
global, regional and local scales was used for the climate scenarios.

In the KNMI'06 climate scenarios global mean temperature rise will be used as one of the
two steering parameters. The global mean temperature rise is derived from projections of
GCMs. Since the Third Assessment Report (TAR) of IPCC (2001), a wide range of state-of-
the-art coupled atmosphere ocean GCM simulations have been executed and the main results
have been made accessible to the scientific community for preliminary analyses to support
the Fourth Assessment Report (AR4) of IPCC. This report will appear in 2007, and draft
versions of the report are currently under review. A selection of these AR4 model results can
be accessed via the KNMI Climate Explorer (http://climexp.knmi.nl).

Figure 3-2 shows the global mean temperature rise, calculated for four greenhouse gas
emission scenarios (SRES B1, A1B, and A2, and a scenario with 140 years of 1% CO,
increase per year) and by a collection of GCMs. The selection of models and emission
scenarios is considered to reflect nearly the full range of realistic future temperature
projections, and is described in detail in Section 4.2. The projected global temperature rise is
in close agreement with the projections in TAR: between roughly 1.5 and 4.5°C increase in
2100 compared to the mean 1980 — 2000 temperature (which is almost the same as the
mean of the reference period 1975 — 20075 that we will use). Both the methodology and the
selection of models and emission scenarios are different for TAR and AR4. Therefore, the
TAR maximum temperature rise of 5.8°C in 2100 is not present in Figure 3-2. For 2050
the temperature rise is between 1 and 2.5°C (Figure 3-3).
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Figure 3-2: Time series of global mean temperature change for a wide range of GCM simulations,
all driven by four different greenhouse gas emission scenarios. References to the models displayed are
given in Table 4-1. For further explanation see main text.

The projected global temperature rise is not necessarily the same as the regional temperature
rise in Western Europe. This can easily be seen in the observations of the past century. Van
Oldenborgh and Van Ulden (2003) show that during the 20™ century the temperature in De
Bilt follows the rise in the global mean, but multiplied by a factor 1.4. This is mainly due to
the position close to the land mass of Eurasia, which has warmed much more than the global
mean. An increase of the frequency of south-western wind regimes affected the late winter
and early spring seasons since the late 1980’s. It is unknown whether the change in (south-
western) wind directions has a partly anthropogenic origin, or whether natural variability may
entirely explain this signal (Selten et al., 2004).
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Figure 3-3: Cumulative frequency distribution of the model-predicted global temperature rise
between 2050 and 199o0. The shading indicates the KNMI-scenario values.

An observational illustration of the strong link between the strength of the western
circulation and (seasonal mean) temperature and precipitation in the Netherlands is given in
Figure 3-4. Here the strength of the western circulation is expressed as the seasonal mean
westward component of the geostrophic wind (U,,,). Results are presented for seasonal mean
temperature and precipitation in De Bilt for winter (DJF) and summer (JJA). The figure
shows that a systematic change in the mean value of U,, is associated with a clear change in
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the mean temperature and precipitation characteristics. The circulation effect is that western
wind generally brings moister air which is warmer in winter and cooler in summer.
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Figure 3-4: Observed relation between the strength of the east-west component of the geostrophic
wind and the seasonal mean temperature (left), mean precipitation (middle) and wet day frequency
(right) in winter (DJF, top) and summer (JJA, bottom). Shown are observations derived from
sutface pressure data from Jonesetal. (1999) inthearea 45 — 55°N, 0 — 20 °E, and
precipitation and temperature at De Bilt. All observations reflect the period 1911 — 2000. Each
symbol represents a single year. The black squares indicate the averages of the 10 year intervals in
this period.

Future projections with a selection of GCMs also show that various indices of the West-
European circulation regime are subject to considerable change under conditions when
greenhouse gas concentrations increase according to the SRES A1b emission scenario (Van
Ulden and Van Oldenborgh, 20006). The atmospheric circulation response to enhanced
greenhouse warming over North-western Europe is generally a stronger westerly circulation
in winter, and a more easterly circulation in summer.

In addition to global temperature rise and atmospheric circulation statistics, some local scale
processes play a major role for the local climate. A pronounced example of a local scale
process is the land-atmosphere interaction that can lead to large scale summer drying and
temperature rise (e.g. Schir et al., 1999). Also the high surface albedo of snow and ice
causes major changes to the local energy balance, and thereby on the temperature. Other
examples of local phenomena affecting local climate are the presence of land-sea contrasts,
topography, interactions between clouds, radiation and aerosols, subtleties affecting
nocturnal boundary layers etc. In the KNMI'06 climate scenarios these processes will be
dealt with by application of a local “downscaling” technique using RCMs. This issue is
elaborated in Section 4.4.
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Also for sea level rise, effects on the circulation and the thermal structure of the ocean imply
that sea level projections for the North Sea may differ significantly from the global means.
Figure 3-5 shows satellite-derived observations of mean sea level change between 1993 and
2004. Although the observational record is still rather short, it is evident that sea level rise
varies strongly between regions. In this observational record sea level changes in the North
Sea area do not seem to deviate systematically from the global mean. GCM simulations for
future climate conditions do reveal differences between GCMs in warming and freshening of
the North Atlantic, the response of the Thermohaline Circulation (THC, Gregory et al.,

2005) and the associated North Atlantic sea level change (see Section 7).
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Figure 3-5: Mean sea level change between 199 3 and 2004, derived from satellite altimetry
observations (based on Leuliette et al., 2004).

3.2 Overview of scenario variables and their construction

The list of variables that is included in the KNMI'06 climate scenarios is a mixture of
changes in the mean climate and variables representative for changes in daily climate
extremes (see Table 1-1).

The scenario values are constructed with a range of tools and methodologies, briefly
explained here. More detail is given in the sections listed in Table 1-1.

The values for the changes in seasonal mean temperature and precipitation, number of
precipitation days and mean precipitation on a wet day are obtained from a combination of
GCM and RCM output. First, GCM output of the seasonal mean temperature and
precipitation in the Netherlands is normalized by the global mean temperature in the GCM
projections (Section 4.2). This reveals a range of possible mean changes in the Netherlands
for a given global temperature change. Next, for an ensemble of available RCM simulations,
yearly output of any seasonal mean variable X (referring to the seasonal mean temperature,
precipitation etc.) in the domain around the Netherlands is correlated with a circulation index
(Ugo)- RCM runs were available for two 30-year time slices: a control period (1961 — 1990)
and a future climate scenario run (2071 — 2100) driven by GCMs with a clear signal of
elevated CO,-concentrations in the global mean temperature. The change of X between these
two time slices is expressed as a linear combination of a change induced by a changed
circulation AU,, and a circulation independent change, considered to reflect a direct
response to a change in global temperature ATy,,. For each RCM and each 3o-year
simulation period, regression coefficients ¢y and ¢,’ where thus found, expressing the
sensitivity of X to a change in U,,, and Ty, respectively. For each climate scenario (identified
by specific values of ATy, and AU,,) the coefficients ¢, and ¢," from the set of available
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RCMs were weighted in a way that the changes in seasonal mean temperature and
precipitation are consistent with the changes projected by the GCMs (Section 4.4). The
choice of weighting factors is largely based on qualitative judgment of the available RCM
simulations.

A transformation of observations is used to translate the climate change signal derived from
the GCM/RCM scaling approach into future time series at the different Dutch stations. With
these transformed time series we construct values for the change in the yearly warmest
summer day and coolest winter day. Also, the number of cold days below 0°C in winter and

warm days above 2 5°C in summer is estimated (see for instance Figure 9-2). For
precipitation, we constructed the changes in daily summer precipitation and 1 o-daily winter
precipitation sum exceeded once every 10 years from these transformed time series. Daily
summer precipitation is relevant for regional water management, whereas wintertime 10-day
precipitation sums are an important input for discharge estimates of the larger rivers (e.g.
Asselman et al., 2000). These 1 in 10 year quantities were determined by fitting Generalized
Extreme Value distributions through the yearly maxima of the transformed time series.

For potential evaporation (Section 5) the same weighting factors were used as for the mean
seasonal temperature. The seasonally integrated quantity is relevant to estimate the
maximum possible water shortage (P — E,,) in agricultural and domestic water applications.
Wind speed is given as a change of the daily mean wind exceeded on average once per year,
which is considered to be an extreme wind speed quantity that can directly be retrieved from
the available (GCM) information without statistical extrapolation. This is a value that can be
exceeded during hundreds of hours in historical records, and can therefore not be considered
to be a measure of extreme winds relevant for emergency flood conditions. The retrieval of
high-order statistics needed for these applications (return levels of 1/10.000 years are
required for the Dutch coastal defence) is the subject of additional research. The wind speed
scenarios are derived directly from GCM output, since the available RCM output is shown to
not add significant information on the scenario variables. Results from four selected GCMs
are analysed for a number of grid points covering the North Sea. The GCMs are grouped into
models that do give a systematic change of U,,, during winter, and models that do not
simulate such a change. From all grid points and models the output was collected into a
probability distribution expressing the likelihood of a change of the annual maximum daily
mean wind (Section 6.2). It is found that the width of these distributions is considerably
wider than the mean climate change signal. To span a likely range of future wind conditions,
it was decided to include the 10% and 9o% quantile values of these distributions in the
scenarios.

Sea level scenarios were also constructed using GCM data. A large group of GCMs (24) was
selected and analysed in terms of the relation between global mean sea level rise due to
thermal expansion, global mean temperature, and the difference between the global mean
and the Northeast Atlantic sea level rise. In addition, estimates of other contributions such as
the melting of glaciers and ice caps were collected using the TAR and other relevant
literature. The uncertainties in sea level rise for a given global mean temperature change are
considerable. For two global mean temperature values a low and a high estimate of the
corresponding sea level rise are included in the KNMI'06 climate scenarios (Section 7.8).

3.3 Target years and seasons

As in the previous generation scenarios, climate change scenarios are given relative to 1990.
For most variables, scenarios for 2050 are defined. A note on the definition of reference and
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target periods is appropriate here. For the KNMI'06 climate scenarios we describe the
changes in the climatological target period around 20 50 relative to a climatological baseline
period around 199o0. Both for the target and baseline period a 3o-year period is used to serve
as climatology. Thus, in the following the climate scenarios for 2050 describe the changes in
the period 2036 — 2065 relative to the period 1976 — 2005.

Primarily summertime and wintertime values are presented, with summer consisting of
June, July and August (JJA) and winter of December, January and February (DJF). Spring and
autumn are dealt with only in a few specific cases. Consistent scenarios for these transition
seasons are the subject of future research.

Not included in these scenarios are changes in the interannual variability of seasonal mean
values, in spite of the high relevance of this feature. A further discussion on this subject is
given in Section 9.7.

For sea level scenarios, most planning activities extend beyond the target year 2050.
Moreover, differences between sea level scenarios in response to different global greenhouse
gas emission scenarios generally do not become apparent before 2050 (IPCC, 2001). For
these reasons, sea level scenarios will also be presented for the target year 2100, as well as an
outlook for the period beyond the 2 1* century.

CONSTRUCTION OF SCENARIOS

4 Regional scenarios for precipitation and temperature

4.1 Introduction

Temperature and precipitation scenarios are constructed by combining information from
global GCM simulations, regional RCM output and local observational series. First, the
changes projected in the GCMs between the periods around 1990 and around 2050 are
used to determine the possible range of changes in the seasonal mean precipitation and
temperature. Section 4.2 gives a description of GCM projections for Western Europe.

Global model output is considered to be not reliable enough to produce changes in the
extremes at daily time scales due to the coarse resolution of the global models. Therefore,
regional climate model output and local observations were used to translate the changes in
the seasonal means into changes of, for instance, the wet-day frequency, extreme daily
precipitation events, and precipitation on a wet-day. Regional model runs were available for
only a limited number of GCM projections. Not the entire range of relevant GCM projections
was covered by the available RCM ensemble. Therefore, a scaling procedure was designed to
determine the wet-day frequency and extremes for all cases. This scaling involved the use of
the two scenario steering parameters (the global temperature rise and an index of the
circulation). These large-scale steering parameters are calculated from the GCM simulations.
The scaling variables are described in detail in Section 4.3, whereas the RCM-downscaling is
further detailed in Section 4.4.

A further refinement of temperature and precipitation extremes included the derivation of
changes in extremes with relatively long return periods (10 years). For this, 20™ century
observational records from 1 3 synoptic weather stations in the Netherlands were used and



20 WR 2006-01: KNMI Climate Change Scenarios 20006 for the Netherlands

transformed using the quantities derived from the RCM downscaling. This is described in
Section 4.5.

A summary of the temperature and precipitation features is given in Section 4.6. These
scenarios are only indicative for the multi-year mean characteristics of seasonal mean and
likelihood of extreme precipitation and temperature.

4.2 Global model output for Western Europe

Prior to addressing the impact of climate change on the Western European circulation, Van
Ulden and Van Oldenborgh (2006) evaluated the performance of the geostrophic circulation
calculated by a suite of AR4 GCMs for present day climate conditions. Many GCMs appeared
to have systematic biases that cause systematic errors in the surface pressure and circulation
patterns. A selection of eight GCMs with reasonable circulation patterns was made to
estimate the change of the circulation indices in response to an enhanced greenhouse gas
concentration. From these eight models, three appeared to be low-resolution versions of the
same models in the selection of eight, and these were removed from the sample. A selection
of five models with an adequate skill in terms of large-scale pressure patterns remained, and
this selection is listed in Table 4-1.

Table 4-1: Overview of the GCMs used for the construction of the KNMI'0G6 climate scenarios for
temperature, precipitation and wind.

Name Resolution Reference Remarks

ECHAM;5 T63,L31 Jungclaus et al. (2005)

CCC63/CCCMA  T63,L31 Flato (2003)

GFDL2.1 2.5°%2°, L24 Delworth et al. (2000)

HadGEM 1.875°%1.25° 138 Johnsetal. (2004) not used in wind scenarios

MIROCH:i T106, L56 K-1 model developers only data up to 2100 available
(2004)

Figure 4-1 and Figure 4-2 show that even for seasonally mean values a large range of results
is calculated by the different GCMs. The differences are partly an expression of natural
variability of temperature and precipitation on timescales of 30 years, captured by the various
GCM simulations. They also result from the different representations of many local and
remote processes in the different models, which cause a systematic difference of the model
results.

The overall temperature signal (Figure 4-1) in winter is stronger at higher latitudes and over
continental areas. In summer, a fairly clear North-South gradient appears present across
Western Europe. Temperature changes in the Netherlands vary widely between the models,
between +0.5°C (GFDL2.1 DJF) and +3°C (MIROCHI JJA).

For wintertime precipitation (Figure 4-2) a general increase is projected over most of
Northern and Western Europe, and a reduction over the Mediterranean. However, the spatial
pattern over the Netherlands and its surroundings is rather scattered, and a clear spatial
gradient cannot be detected. Also summertime precipitation decreases clearly stronger in
Southern Europe. For the Netherlands summertime precipitation changes in south-western
direction are stronger than in north-eastern direction in some GCMs.
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Figure 4-1: Spatial patterns of temperature changes (K) in DJF (top 5 panels) and JJA (bottom
panels) of the 5 analysed GCMs. Shown are the response of the SRES A1b simulations around
2050 (2035-20635) relative to 1990 (1975-20035). See Table 4-1 for the references to the
displayed models.

The north-south gradient in the precipitation response is consistent with the effects of
elevated atmospheric water vapour concentrations in a warmer climate. A mean atmospheric
transport of water takes place from the divergence zones at the subtropical subsidence
latitudes (20° - 35°N) to the convergence zones at higher latitudes. Higher water vapour
contents have the potential to increase this net latitudinal transport. A possible manifestation
of this mechanism is a systematic northward movement of the Azores high pressure area,
which promotes dry conditions in the western part of the European continent between
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roughly 40° and 50°N. Although there is still considerably scientific debate about this
mechanism, small systematic changes of the hydrological cycle are particularly apparent in
the transition zones between divergence and convergence areas, which give rise to large
relative changes in particularly southern Europe.
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Figure 4-2: Spatial patterns of precipitation changes (fraction) in DJF (top 5 panels) and JJA
(bottom panels) of the 5 analysed GCMs. Shown are the response of the SRES A1b simulations
around 2050 (2035-2065) relative to 1990 (1975-2005). See Table 4-1 for the references to
the displayed models.

The correspondence between the seasonal global mean temperature rise (Figure 3-2) and
seasonal mean temperature and precipitation change in the Netherlands is shown in Figure
4-3. Here all available simulations with different versions of the five selected GCMs for four
different greenhouse gas emission scenarios are used. Model data for the gridbox covering
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the Netherlands (with centre near the location of Eindhoven, 51°N, 6°E) are considered
representative for the Netherlands. Time series output is filtered using a 3o0-year running
mean filter. The figure shows changes relative to the period 19776 — 2005.
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Figure 4-3: Projected change of seasonal mean temperature (top) and precipitation (bottom) for
winter (left) and summer (right) in the Netherlands as function of global mean temperature rise, as
simulated for the period 1990-2200 (see Figure 3-2). The black straight lines indicate fixed
scaling relationships (see text).The black dots represent the value of HadAM 3 H, used for most
PRUDENCE RCM simulations described in section 4.4.

The (time filtered) results support an approximately linear dependence between global and
local seasonal mean temperature change, both in summer and winter. The range of this
relation spanned by the included GCMs is a result of variations in regional atmospheric
circulation and local processes between the models. It is used as an indicator for the range
that should be spanned by the KNMI'o6 climate scenarios. For wintertime the local
temperature varies between 0.9 and 1.1 °C per °C global temperature rise for most models,
whereas for summer the local temperature varies between 0.9 and 1.4 °C/°C. The high
positive values of local temperature are likely a result of strong continental summer drying
(see further on). For precipitation the GCMs generate a much wider range of local effects of
global temperature rise. In winter the local precipitation change varies between +3 and
+7%/°C, with low values for the GCMs with little circulation change and high values for a
stronger circulation change (see below). In summer even the sign of the precipitation change
is different between the GCMs: between +3 and —10 %/°C. Here the low value is obtained
for GCMs with a strong circulation response. The positive summertime precipitation
response is mainly due to a family of the MIROC GCMs, which run at a relatively high
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spatial resolution and display a small circulation change. These numbers for the scaling
behaviour largely span the range of future model projections. They will be used in the
following section to constrain the results of the RCM downscaling/rescaling procedure.

o 1 2 3 4 5 6 7 8 9 10 11 12
month

MIROChI
No Change

ECHAMS HadGEM
= = GFDLZ2.1 — — CCC&3

Figure 4-4: Change in the monthly mean westward geostrophic wind over Central Europe (U,,)
between a control period (1960 — 2000) and future (SRES A1b) greenhouse gas scenario
simulation (2060 — 2100) for a selection of models (Van Ulden and Van Oldenborgh, 20006).

4.3 Large scale steering parameters

Based on Figure 3-2 and associated analyses, the global mean temperature change around
20350, to be used as the first scenario steering parameter, is +1 and +2 °C (see Section 3.2).
Based on the GCM output for Western Europe described in the previous paragraph, a second
steering parameter is defined that characterizes atmospheric circulation. This steering
parameter is largely based on the work by Van Ulden and Van Oldenborgh (2006), who
found that the zonal geostrophic forcing (U,,) explain most of the variance in seasonally
mean temperature in summer and winter (excluding the transition periods at the beginning
of these seasons). Uy, is defined as the geostrophic wind speed calculated from gradients in
the surface pressure in a fairly wide area surrounding the Netherlands (45 — 55°N, o —
20°E). Also for mean precipitation U,, is a strong indicator for circulation-induced
variability, although the geostrophic vorticity also plays a significant role here.

We also analysed the degree to which circulation indices explained the variance of seasonal
mean precipitation and temperature in the PRUDENCE RCMs, mostly driven by the
HadAM3H GCM (see Section 4.4). Although the use of both U,,, and geostrophic vorticity
leads to somewhat better correlations, the use of the seasonal mean zonal geostrophic wind
Uy, alone as circulation steering parameter enables an adequate representation of circulation
induced contributions to the seasonal mean temperature and precipitation variability in
Western Europe. Therefore, U,, is selected as circulation steering parameter for the KNMI
climate scenarios.

Figure 4-4 shows the response of Uy, to an A1b emission scenario for the period 2060 —
2100 relative to a control climate (1960 — 2000). The general trend is an increase in U,
during the late autumn, winter and early spring months, and a reduced U,,, during mid- and
late summer, with June and Sep-Oct serving as transition periods. In all seasons the monthly
mean vorticity and meridional geostrophic wind is generally reduced (not shown).
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In Figure 4-4 two models (GFDL2.1 and ECHAM 5) show this general summertime and
wintertime response. Two other models (MIROCHi and CCC63) show a fairly small
circulation change in both winter and summer. HadGEM, finally, shows a small response in
winter but strong in summer. From this small ensemble it is not possible to make firm
statements about the correlation between winter and summer responses.
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Figure 4-5: Precipitation change in Central Europe calculated from GCM simulations for the
period 2060-2 100 assuming an SRES A1b scenario compared to a control simulation (1960-
2000). Shown is the total change (left), the change explained by changes in the circulation (middle
panel) and the residual precipitation change, attributed to enhanced greenhouse warming (right).
The legend is given in Figure 4-4 (Van Ulden and Van Oldenborgh, 2000 ).

Figure 4-5 shows a decomposition of the change of the monthly mean precipitation in
Western Europe deduced from the AR4 GCM simulations. The total precipitation change
between the control climate and the (2060 — 2100) A1b simulations is approximated by the
sum of a term proportional to the change in circulation and a residual term that is associated
with other factors resulting from the enhanced greenhouse forcing. During the winter
months the total change in precipitation is consistently positive for the GCMs, and the sign
of the circulation induced change varies between the models. The residual term is
consistently positive. In summer the scatter in the residual term is much larger, while the
circulation induced term ranges between a zero and negative precipitation change.
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Figure 4-6: Change in U, as function of the change in simultaneous global temperature increase
for each of the considered GCMs for (left) summer and (right) winter. The coloured shapes identify
the selected steering parameter for the scenarios (Table 4-2).

From the analyses above the following conclusions are deduced.

e A change of circulation in West-Europe in response to enhanced greenhouse gas
concentrations (as clearly shown by 2 GCMs in Figure 4-4) implies a stronger zonal
flow in winter, and weaker in summer.
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e In winter the tendency to stronger zonal winds is associated with an increased mean
temperature and precipitation in Western Europe. In summer the effect of a decrease
of the zonal wind strength is generally associated with higher temperature, and lower
mean precipitation.

The change in U, as depicted in Figure 4-4 refers to the 40-year mean period at the end of
the 2 1* century. The change of the circulation over Western Europe is a combined
manifestation of natural variability and the (time-varying) effects of increased greenhouse gas
concentrations. To account for the relation between global climate change and West
European circulation, the values of the steering parameter U,,, were correlated with the
simultaneously projected global temperature change (Figure 4-6). The range of these values
reflects the variability in the response of the regional circulation regime between the different
GCMs: in winter some models give a strong increase of the advection of relatively warm
moist air from the West, whereas others show a much smaller change. In summer some
GCMs promote dry warm conditions by increasing the strength of the eastward component
of the geostrophic forcings, whereas others — again — show a smaller response. This
variability is represented in the KNMI'o6 climate scenarios by selecting two values of AU,
for each season and for each temperature regime. The resulting values are listed in Table
4-2. These values are optimized in order to project the RCM results for the seasonal mean
temperature and precipitation within the GCM range as shown in Figure 4-3. This
optimization is mainly based on the time slice 20771 — 2100 where both RCM and GCM
results were available. Therefore, the selected values for U,, are somewhat biased to the
correlation with increased global mean temperature in the range between 3° and 4°C. Not
the entire range of U,, values corresponding to +1°C and +2°C global temperature increase
in the GCM runs is covered by the selected values, in particular during winter.

Table 4-2: Overview of values of AUy, (m/s) used to construct the KNMI'06 climate scenarios.

Season Circulation change +1°C +2°C
Winter yes +0.5 +1.0
Winter no +0.0 +0.0
Summer yes -0.6 -1.2

Summer no +0.1 +0.2

4.4 Regional temperature and precipitation

GCM simulations for future climate are valuable to assess the effects of anthropogenic CO,-
emissions on global mean temperature and atmospheric and oceanic dynamics, but their
predictive skill for regional climate change is still rather poor. In addition, they do not
provide information on small scale features, like for example summertime convective
precipitation events. Therefore, relatively high resolution RCMs have been used to generate
regional scale changes of precipitation and temperature from the GCM results. The RCMs
are provided with lateral and SST boundary conditions from the host GCM. In most cases,
also atmospheric CO, concentrations in the RCM interior follow the global mean SRES
scenarios. An overview of the regional climate variables derived from the RCM output is
given in Table 4-3.

The suite of RCM simulations used for the KNMI'o6 climate scenarios is produced in the
context of the European PRUDENCE project (Christensen et al., 2002). In this project
dynamical downscaling was applied using 10 RCMs and 3 GCMs, all run for two 30-year
time slices: a control period 1960 — 1990 and a future period 2070 — 2100, assuming two
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different SRES emission scenarios (A2 and B1) (Jacob et al., 2006). One of the PRUDENCE
models was the KNMI RCM RACMO2 (Lenderink et al., 2003).

Prior to assessing the RCM results of the future climate runs, an extensive evaluation of the
skill of RCMs for present day climate conditions was carried out. RACMO2 appeared to have
a good skill in calculating precipitation climatology in the Rhine area (Van den Hurk et al.,
2005Db), in mean and interannual variability of summertime temperature (Lenderink et al.,
2000), and in the reproduction of large scale geostrophic forcing (Van Ulden et al., 2006). A
relatively large soil hydrological memory makes the RACMO2 model less sensitive to
excessive summertime drying (Lenderink et al., 2000), and the capacity of the soil to absorb
anomalies in precipitation and evaporation compare well to large scale observational analyses
for the Rhine basin (Van den Hurk et al., 2005a). Analyses of the remaining PRUDENCE
RCMs highlighted unrealistic behaviour in precipitation and temperature for a minority of
models. This gave rise to excluding one RCM, leaving 8 RCM simulations nested in results
from the HadAM 3H atmosphere model (Jones et al., 2001), and 2 RCMs driven by two
different runs of the ECHAM4 coupled climate model (see Table 4-4).

Table 4-3: List of variables for which the future climate changes are derived from the RCM
downscaling procedure. All variables are derived separately for winter (DJF) and summer (JJA)

Seasons.
Variable Temperature Precipitation
Seasonal mean o o
Median (50%-percentile) . .
Wet day frequency o
Precipitation on wet day o
10% & 9o%-percentile o
99%-percentile o

All driving GCMs for PRUDENCE have at least been forced with the A2 SRES emission
scenario, and some also with B1. As expected, large differences in simulation setup and
model formulation caused significant differences in (regional) climate and circulation
response. HadAM 3H was an atmosphere-only model with sea surface temperature (SST)
forcing in the A2 run prescribed from a control SST dataset modified by climate sensitivities
from a coarse resolution coupled climate simulation with HadCM 3. ECHAM4/OPYC is a
fully coupled climate model integration, but the two simulations are different realizations
(Christensen and Christensen, 20006) with a fairly similar SST response but a very different
change in the winter-time atmospheric circulation over Western Europe. Both ECHAM4 and
HadAM 3 H models generate a global temperature rise of about 3.3°C by the end of 2100,
but the response of the Atlantic SST in the HadAM 3H was about 1 °C lower than the SST
response in the ECHAM4 simulations (based on qualitative inspection of near surface air
temperatures). Partly due to this difference in SST response, ECHAM 4 generates a much
milder and wetter winter climate with higher values of U,,, than the HadAM 3H simulations
(Rdisdnen et al., 2004). Thus, even for a similar change of the circulation index in different
GCMs, variations in the upwind SST response have a strong impact on the temperature and
precipitation changes. These effects have been taken into account in the downscaling
procedure. Basic scaling properties between global temperature and West European
temperature and precipitation from HadAM 3 H are indicated in Figure 4-3.

Most RCM-simulations were carried out using the HadAM 3H simulation, which enables to
highlight differences induced by different dynamical and physical approaches in the RCMs.
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Many seasonal mean features of West European climate change, as projected by the
ensemble of RCMs, are dominated by the large scale forcing GCM, rather than determined
by the local physics of the RCM (Déqué et al., 2006). The ECHAM 4 driven RCMs were
shown to have a considerably poorer performance of seasonal mean precipitation over the
Rhine area than the HadAM 3H driven RCMs in the reference simulations (Van den Hurk et
al., 20035b).

Table 4-4: Overview of RCMs used for the dynamical downscaling. The two ECHAM 4 simulations
are two different GCM runs.

Acronym Model name and Reference HadAM3H ECHAM4/0OPYC
DMI HIRHAM (Christensen et al., 1990) . e (1)

ETH CHRM (Vidale et al., 2003) o

GKSS CLM (Steppeler et al., 2003) o

METO HadRM3H (Hulme et al., 2002) o

ICTP RegCM (Giorgi and Mearns, 1999) .

KNMI RACMOz2 (Lenderink et al., 2003) o

MPI REMO (Jacob, 2001) .

SMHI RCAO (Riisdnen et al., 2004) . °(2)

X

geo geo
Figure 4-7: Illustration of the technique used to separate the change of a variable X into a change
related to the mean circulation change (AX.) and a residual change (AX,). X is plotted as function
of the mean circulation index U,,. The 30 seasonal values of X from the RCM simulation are given
by the dots, blue for the control run, and red for the future (A2) simulation. The large symbols
represent the 30 yr mean. The dependence of X on U, estimated from the regression method is
given by the solid red and blue lines. The offset between these two regression lines at a reference value
of the circulation U,,* (indicated by the black dashed line) determines the residual change, and two
separate transects following the two regression lines (which may have a different slope) represents the
circulation dependent change.

There are a few important exceptions that justify the use of RCMs in scenario development:
summertime hydrological features (low precipitation and high temperatures associated with
soil drying), and the representation of temperature and precipitation extremes.
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Summertime hydrological regimes vary widely across the RCMs due to strong differences in
the strength of the regional hydrological cycle and moisture buffering capacity in the soil
(Van den Hurk et al., 2005a; Lenderink et al., 2006; Vidale et al., 2006). Most RCMs driven
by the HadAM 3H show a strong summertime reduction of precipitation partly due to a
positive drying feedback. Figure 4-3 shows that HadAM 3H projects a strong reduction in
summertime precipitation (12%/°C, assuming a linear dependence on global mean
temperature), and most RCMs tend to inherit and amplify this drying response. RACMO2
simulations of summertime precipitation have a good skill for present day climate
conditions, which results in a good representation of the mean and variability of the seasonal
mean summer temperature (Lenderink et al., 2000).

The relatively high resolution in RCMs allows a better quantification of the tails of the
distributions of temperature and precipitation. Strong differences between RCMs are
highlighted in these tails. For instance, Kjellstrom et al. (2006) showed that the differences
in extreme summer and winter temperature in an RCM ensemble driven by the same GCM
can be large. Frei et al. (20006) gave similar conclusions for precipitation extremes.

Ideally, the set of RCM runs would have been distributed homogeneously over a range of
GCM simulations that covers the inherent uncertainty in the climate response in the Atlantic
and Eurasian regions. However, the AR4 GCM projections discussed in Section 4.2 have not
been downscaled with RCMs: the available RCM experiments used HadAM 3H and
ECHAM4/OPYC as boundary condition instead. This implies that a regional interpretation
of GCM simulations must be (indirectly) obtained by using scaling relationships. This
technique originally stems from weather forecasting (see e.g. Lorenz, 1969). These
relationships describe a major part of the variability of relevant variables X (listed in Table
4-3) as a linear function of the large scale steering parameter (U,, and T,,). Changes in
these steering parameters are then translated into changes of the variable under
consideration:

(4.1) AX = c;’“AUgeo + L AT,

glob

The regression factors ¢y and ¢y’ were derived from the interannual variability in a
collection of RCM time slice simulations for control and future climate conditions (see
Figure 4-7). The regression factors were not obtained in a straightforward way by performing
a regression on seasonal mean temperature and circulation. Instead, the procedure involves
two steps:

e For both the control and future simulation a single regression of the variable X on the
mean circulation was made. Since we are interested in climatic timescales, we used a
3 month season as a minimum time period. Thus, for each year we computed X and
the mean circulation for the considered season. This procedure gave 30 data points
for the 30-year simulations, for which a least square fit was computed. In addition,
two methods using seasonal data of separate 10 year periods were used, to increase
the statistical sample. In total this gave three estimates of the relation of X on the
circulation. In practice, the three estimates were fairly similar. The regression factors
were cross-checked with observations (as for instance indicated in Figure 3-4), to
verify the relation between circulation indices and regional climate variables from the
RCMs.

e The response of X between the control period and the future period was separated
into a part related to the circulation change and a residual part. This was done by
correcting the control and future simulations back to a reference value U,,,* using the
relations estimated under the previous step (see Figure 4-7), essentially comparing
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years with similar circulation statistics in both the control and future simulation. The
sum of the corrections due to circulation change was defined as the circulation

dependent change AX,, and the residual part as AX,, The regression factors are given

by:
.2 e = ¢ and ¢} =—2
(4-2) X AU X TN T
geo g
with AU,, the circulation change in the RCM integration, and AT, the global

temperature change from the GCM model that was used to force the RCM
integration. When the circulation dependencies in the control and future simulations
are not the same, the outcome is dependent on the value of U,,*. Since this is an
arbitrary choice we take two values of U,,,* to obtain a quantification of the
uncertainty related to this choice.

In total the outcome of the above procedure gave for each RCM simulation consisting of a
control and future period, in total six estimates of the regression coefficients in Eq.(4.1) (two
values of U,,* and three regression methods). The spread in the six estimates gives a
quantification of the uncertainty in the separation procedure. The spread between the RCMs
is the result of the differences in the representation of physical and dynamical processes
between the RCMs.
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Figure 4-8: Regression coefficients ¢y and ¢ for the change in (left) wet-day frequency and
(right) 99% percentile of daily precipitation in summer, derived from 8 PRUDENCE RCMs all
driven by the HadAM 3H GCM simulations for present day (197 1-2000) and A2 scenario
(2071-2100) forcing. The black symbols indicate the results of the statistical regression methods to
solve Eq. (4.1) for each RCM from the ensemble. Triangles are results from the control simulation,
circles from the A2 simulation. The red error bars represent the mean (red dot), and the 10%,
20%, 80% and 90% percentiles of these estimates.

An illustration of the total spread of the results is given in Figure 4-8, which shows an
example of the resulting circulation dependent and independent change for the summertime
wet day frequency (WDF) and the 99% percentiles of daily precipitation for the collection of
RCMs. In addition to the separate data points, horizontal and vertical error bars denote the
mean, and the 10%, 20%, 80%, and 9o% percentiles of these estimates.

Plots similar to Figure 4-8 are made for all variables listed in Table 4-3 (not shown). From
these analyses, it was revealed that for most variables the spread between the RCMs is small
or distributed evenly around the ensemble mean. However, for other measures (for example
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for the 99% percentiles of daily JJA precipitation), RCM results appear to be very different
and sometimes even cluster in two groups. In those cases, the average behavior is not
supported by any of the individual model results, and it makes sense to assign different sets
of RCMs to different regimes. Based on our understanding of these results, we decided to
assign different weights of each RCM to different scenarios (Table 4-5). The rationale of this
qualitative choice of weights is explained next.

Table 4-5: Weights applied to the various RCMs from Table 4-4. The same weights are applied for
the +1 °C and +2°C scenarios.

Season and scenario Weight for Total weight for the 7 Total weight for the 2
RACMO2 remaining HadAM 3 ECHAM4 RCMs
RCMs
Winter, all scenarios I 7 8
Summer, G and W I o o
Summer, G+ and W+ o 7 I

For winter we do not make a separation in two different RCM ensembles, since differences
in representations of local physical processes play a much smaller role than in summer (Van
Ulden et al., 20006). Due to the dominance in winter of the westerly winds, the Atlantic SSTs
strongly influences the climate of the Netherlands. The SSTs in HadAM3H in the 2071 —
2100 time slice (originating from HadCM 3) lag the global temperature rise by about 2°C.
SST in ECHAM4 is about 1°C warmer. Since the temperature lag of the Atlantic SST from
HadAM3H is rather large in comparison to the GCM ensemble (van Ulden and van
Oldenborgh, 2000), this effect was compensated by giving both ECHAM 4 driven RCM
integrations a weight of 4, to give a similar weight to the ECHAM4 and HadAM3H
ensembles.

For summertime conditions, different weights are chosen to express the difference in the
degree of a drying feedback, impacting on the precipitation climate. The results from
RACMOz2 were used to derive climate scenarios values for the summertime regime with
small circulation change (giving rise to wetter conditions), whereas the ensemble of other
RCMs was used for the dry regime induced by a strong circulation change. In this scenario,
all RCMs (including the ECHAM 4-driven models) are given a similar weight. The RCAO
ECHAM 4 integration was not used, because this integration displays a very large circulation
response which makes the separation method prone to errors.

In all cases multiple RCM grid points around the location of De Bilt were used for the
calculations. Every grid point covers an area of approximately 50 x 50 km. For temperature
(both mean and quantiles) 2 x 2 grid points were used (De Bilt located in the north-western
grid point). All GCM results used for the KNMI'o6 scenario’s show a spatial gradient in the
temperature response: coastal areas show a smaller warming than inland areas in winter
(approximately o.5°C), whereas a North-South gradient is present in summertime warming
(Figure 4-1). The consistency of these gradients between the GCMs is fair, and is generally
captured in any RCM nested in a GCM. The selection of a 100 x 100 km downscaling
domain implies temperature scenarios that are representative of the mean change in the
Netherlands away from the coast.
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For precipitation this limited number of 4 grid points is not considered representative, since
the short spatial correlation scale makes the precipitation values susceptible to significant
noise. Another complicating factor is that the change in precipitation is not uniform over the
domain of interest and this pattern is not consistent among the GCMs (Figure 4-2). In
winter the maximum response in the surroundings of the Netherlands can be either in the
centre, to the north, east or south of the country. In summer the maximum response of the
models with a negative response (all except MIROCHi and CCC6 3) is consistently stronger
in south-west direction. Also the GCMs used in PRUDENCE show a clear northeast-
southwest gradient in the response of mean summer precipitation to a change in the
greenhouse gas forcing.

To increase the statistical significance of the values for precipitation, 11 X 11 grid points
(500 x 500 km) were used for the scaling relations of the precipitation variables (Figure 4-9).
This sample covers the variability of the spatial patterns of the precipitation response of the
GCMs, and the gradients of Figure 4-2 are averaged out in the scenarios. The pooled data
allowed better estimates of the extremes. Again, De Bilt is located in the northwest of this
domain. The continental coverage of included grid points reduces the subtle land-sea effects
present in the GCM and RCM model results. The averaging area is large enough to consider
the precipitation scenarios representative for the Netherlands and a large portion of the non-
Alpine Rhine catchment.
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Figure 4-9: Spatial distribution of 11 x 11 RCM grid points used for the downscaling procedure.

A summary of the dependency of mean precipitation and mean temperature on the
circulation (based on U,,) is given in Figure 4-10. RCM results are separated between
RACMO2 and a weighted combination of remaining RCMs as defined in Table 4-5.
RACMOz2 control simulations are carried out using both the PRUDENCE HadAM 3 H control
run and ERA40. Also shown are observed regression factors for a number of 30-year periods
in the 20" century.

A few issues are worth noting here. First, the circulation dependence in observed records of
(in particular) summertime precipitation shows a large variability throughout the 20™
century, and perhaps a trend. This implies that U,, is not a very firm predictor for mean
summertime precipitation, since the natural variability is large. Summertime precipitation is
a fairly local process, and not as strongly governed by geostrophic forcing as for instance
temperature. A second point is the poor correspondence between observations and
PRUDENCE control RCM results for wintertime temperature. RACMO2 driven by ERA40
gives a much better resemblance. The deviation from observations is strong in the RCM runs
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with HadAM 3H boundaries, which suggests that the prescription of SSTs might play a role.
Third, summertime responses of RACMO2 are quite different from the mean of the model
ensemble: both temperature and precipitation is less sensitive to U,,, but the climate change
impact is stronger in RACMO2. Uncertainties of these scaling factors mainly have an impact
on the scenarios with circulation change (G+ and W+).

For the A2 simulations the dependency on the circulation increases in summer. It is likely
that the enhanced land-sea temperature contrast plays a role in the increase in circulation
dependency: a larger temperature contrast makes the temperature in the Netherlands more
depending on the mean wind direction. Processes that are considered to contribute to this
enhanced land-sea temperature contrast are large scale continental soil drying and increased
incoming shortwave radiation (Lenderink et al., 20006). In winter, there is a tendency for a
decrease in dependency on the circulation, which most likely is a consequence of a decrease
in land-sea contrast due to a smaller role of snow induced land cooling (Kjelstrom, 2004).

1 0.5
—E— Obs (1911-1940)
DIF DJF —— Obs (1941-1970)
—E— Obs (1971-2000)
- +—@— Obs (1961-1990)
os | 1 2 o4t {+—&— RACMO-ERA
z = —a— RACMO
E i! P = —4— RACMO
> 4 S —%— ENS-DJFO*
- ¢l> = —— ENS-DJFo*
£ o6 { € o3} 5 |
s 5
b =
g B th P
@ a s ‘L
c 04 1 8 o2} md ]
8 - s *
a g
5y £
T oz 4 g o1t p
o
o o
oBS MOD oBS MOD
° o8 —E— Obs (1911-1940)
s _
WA A —m— Obs (1941-1970)
-0.2 g 0.7 | | —&— Obs (1971-2000)
: - +—@— Obs (1961-1990)
- £ —A— RACMO-ERA
£ i = o6l J—a— RACMO®
£ ©o4r 1 = ’ —A— RACMO'
> 3 —— ENS-JJA"
= [ ] = —— ENS-JJA*
e o6 ¢ 1l E ©°%5¢ 1
= . A &
g §
@ » E=1 04 | * 4
a | 1 = X
g °° 5 {,
S § 03 | ® { J
E ooy {:
- g A
oy £ 02} 4
© a2t 1 g
o
01 | |
1.4 | ]
o
oBS MOD oBS MOD

Figure 4-10: Best estimate of the linear slope between U, and a range of climate variables, derived
from observations, control simulations and A2 simulations. Left panels: mean temperature
[K/(m/s)]. Right: mean precipitation [mm/day / (m/s)]. Top panels: winter. Bottom: summer. The
observations are taken from station De Bilt, and are divided into four different periods during the
20" century. Blue symbols refer to 1960-1990 control simulations of the PRUDENCE RCMs, red
symbols to the 2070-2100 A2 simulations. The upward triangles (4) are RACMO simulations

used for the G and W scenarios, whereas downward triangles (V) are mean slopes from an ensemble
of RCMs, grouped to form the input for the scenarios G+ and W+ (see Table 4-5). The RACMO
control simulations are also carried out with ERA40 as boundary condition (filled blue triangle).
Error bars denote 2 5-7 5 percentile ranges of the results, where the spread comes from the different fit
methods and circulation indices briefly explained on page 29.
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The weighted regression factors ¢," and c," as given in Eq. (4.1) are combined with the
steering parameters from Table 4-2 to get specific values of the scenario variables for the
four KNMI'06 climate scenarios. The RCM runs used to derive these numbers are — as
explained — driven by a limited number of GCMs and time slices. However, the selection of
models and their weighting is optimized to reproduce the gross scaling expressions and
sample the major portion of the range plotted in Figure 4-3. For mean summertime
precipitation the spread in the KNMI’'06 scenarios is smaller than the GCM spread in the +1
— +2°Crange. This is partly a result of the followed procedure: the scenarios are derived by
scaling PRUDENCE RCM runs representative for a global temperature change of +3.1 °C
(A2 scenario 20770 — 2100) back to the lower steering values. However, individual outliers
have been discarded on purpose as well. These outliers may be affected by exceptionally high
SSTs and a small circulation change probably related to a smaller land-sea temperature
contrast (MIROCHI), or excessive drying hydrology (GFDL2.1).

Table 4-6 gives an overview of the precipitation and temperature variables that are obtained
by following the outlined procedure. Figure 4-1 1 and Figure 4-12 summarize the changes of
the precipitation variables for the four scenarios, separately for winter and summer
conditions. Also shown are error estimates, derived as the 20% and 80% percentiles from
the ensemble of estimates based on the different models and different method used for that
particular scenario.

Table 4-6: Summary of regional changes corresponding to the KNMI'06 scenarios obtained by
scaling GCM projections with RCM output for precipitation and temperature variables.

Variable G G+ \4 W+
summertime
mean temperature (K) +0.9 +1.4 +1.7 +2.8
10% warmest days (K) +I1.0 +1.8 +2.0 +3.6
10% coldest days (K) +0.9 +I.1 +1.8 +2.2
mean precipitation (%) +2.8 -9.5 +5.5 -19.0
wet day frequency (%) -1.6 -9.6 -3.3 -19.3
mean precipitation on +4.6 +0.1 +9.1 +0.3
wet day (%)
median of wet day -2.5 -6.2 -5.1 -12.4
precipitation (%)
precipitation on 1% +12.4 +6.2 +24.8 +12.3
wettest days (%)
wintertime
mean temperature (K) +0.9 +I.1 +1.8 +2.3
10% warmest days (K) +0.8 +I1.0 +1.7 +1.9
10% coldest days (K) +1.0 +1.4 +2.0 +2.8
mean precipitation (%) +3.6 +7.0 +7.3 +14.2
wet day frequency (%) +0.1 +0.9 +0.2 +1.9
mean precipitation on +3.6 +6.0 +7.1 +I2.1
wet day (%)
median of wet day +3.4 +7.3 +6.8 +14.7
precipitation (%)
precipitation on 1% +4.3 +5.6 +8.6 +11.2

wettest days (%)
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The wet day frequency in winter is only slightly sensitive to the choice of the circulation
steering parameter, but the precipitation per wet day (and thus also the mean precipitation) is
the major factor that changes between the circulation regimes. An increase of up to 7%/°C in
the mean precipitation is projected to occur in the G+ and W+ scenarios, greatly influenced
by giving a relatively high weight to the ECHAM4 runs with the strong SST response. The

99% quantile is less dependent on the circulation regime, but increases with increasing
global temperature.

In summer (Figure 4-12) the wet day frequency is the main factor determining the
seasonally mean precipitation. It is strongly affected by the choice of the circulation regime:
the larger reduction occurs when circulation is assumed to change. From Figure 4-12 it
appears that the difference between the two circulation regimes gives rise to a sign change in
the mean precipitation response, consistent with Figure 4-3. The 99% precipitation on wet
days increases in all scenarios, regardless the sign of the mean precipitation changes.

Precipitation DJF (2050 compared to 1990)

25

20
15

change (%)

change (%)

Figure 4-1 1: Precipitation variables for the winter scenarios derived using weighting factors from
Table 4-5. The error bars denote the standard deviation generated by using various RCMs and
regression techniques to calculate the circulation dependent and independent scaling factors. The
error bars are the 20% and 8 0% percentiles from the ensemble of estimates based on the different
models and different method used for that particular scenario. WDF = Wet Day Frequency, MPy, =
Mean Precipitation on a wet day, MP = Mean Precipitation, Q9 9y = 99% percentile of
precipitation on wet day, Q5o = median of precipitation on wet day.
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The difference in extreme precipitation (on wet-days) between W and W+ is an illustration of
the difference between RCMs used for the scenarios, not caused by the difference in
circulation. Scenario W is based on a model (RACMO2) with sufficiently moisture supply to
support strong convective precipitation events; W+ is based on models that have a stronger
limitation by soil moisture. The large increase in extreme events in RACMO2 is in
agreement with a similar increase in extreme events in the relatively high resolution
MIROCHhi of +40% in the period 2080 — 2100. In addition, RACMO2 compares well to
observations of the Rhine catchment area (see Figure 1 1-4 below). The large difference
between the results of RACMO2 on one hand and a group of RCMs used for the W+ scenario
on the other reflects the large uncertainty of particularly the summer precipitation scenario
values (see also the large error bars in Figure 4-10). The values for the W scenario are
derived from an RCM driven by the HadAM 3H model that also drives the RCMs used for the
W+ scenario. Strictly spoken, one cannot disentangle the uncertainties originating from the
assumed circulation change or GCM selection on one hand, and from the range of local
precipitation responses covered by the RCM ensemble on the other.

Precipitation JJA (2050 compared to 1990)
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Figure 4-12: As in Figure 4-11 for the summer scenarios.

4.5 Time series transformation of precipitation and temperature

As discussed before, there is a need to downscale predicted changes by the GCM and RCM
simulations, which are homogeneous over the Netherlands, to local information. This is done
by transforming the observed time series at 1 3 synoptic stations in the Netherlands (Table
4-7). This procedure automatically compensates for a bias in the RCM results, and provides
future time series to be used in impact models. The temperature and precipitation time
series from these stations were transformed using the changes in quantiles listed in Table
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4-6. The transformed time series are then analysed in terms of changes in return period of
extreme events.

For temperature, a pragmatic linear quantile scaling is applied to transform a reference time
series into a time series representative for one of the four climate scenarios. The 9o%, 50%
and 10% quantiles, given in the scenarios, are also calculated from the observations and
denoted as T,.", T, and T, , respectively. This is applied for each season separately. Each
value of the temperature in the transformed temperature time series, T, is derived from the
reference time series T* using a scaling relation that uses the distance to the median of the

observed and transformed time series:
(4-3) T/ =T} +alT* - T;)

where T,/ is given by T,,* + AT,,, and a is a scaling factor that is different for values smaller
or higher than the median of the reference sample:

T9j(; — Tsj(; c c
Te e " >1I
90 — 450
(4-4) a=
Tlg — ng c c
Tc _ Tc T < ]—'50
10~ +50
Table 4-7: Overview of synoptic weather station in the Netherlands, used for the statistical
downscaling.

Station name latitude longitude
West Terschelling +53:13:01 +05:13:01
De Kooy/ +52:55:28/ +04:47:07/
Den Helder +52:56:00 +04:45:00
Groningen +53:11:05 +06:36:03
Ter Appel +52:52:44 +07:03:39
Hoorn +52:38:41 +05:04:05
Heerde +52:23:46 +06:03:05
Hoofddorp +52:18:40 +04:42:15
De Bilt +52:06:05 +05:11:12
Winterswijk +51:58:58 +06:42:02
Kerkwerve +51:40:38 +03:51:53
Westdorpe/ +51:13:10/ +03:51:47/
Axel +51:16:36 +03:54:32
Oudenbosch +51:34:09 +04:31:53
Roermond +51:10:56 +05:58:02

A simple bypass procedure was followed to estimate changes in the 1 /year extreme values
directly from the changes in the 10% and 9o% quantile values according to the four
KNMTI'06 climate scenarios. The high temperature with a 1/year return period is more or
less equal to the 99% percentile value (the warmest day out of 9o summer days), but this
quantile value was not directly calculated from the RCM results given the short available time
series. It was approximated by extrapolating the difference in the changes between 50% and
90% percentile values to 99%:
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99 -50
(

90—50 AT,, —ATy,)

(4-5) ATy = ATy, +

where T,, T,, and T, denote the 99%, 90% and 50% (median) values of temperature,
respectively. Similarly the cold temperature with a 1 /year return time was estimated. The
results are listed in Table 4-8. In the scenarios with small circulation change the extremes
scale roughly with the mean (and globally averaged) temperature change. However, a shift to
more westerly circulation in winter, and especially to more easterly circulation in summer,

gives rise to a stronger increase in the extremes than the mean.

For precipitation a slightly different scaling procedure is applied. First, a change of the wet day
frequency is calculated on the basis of the change in wet day frequency in the scenarios. Based
on an observed time series of precipitation with a frequency of rainy days given by W, a new
time series with a wet day frequency W/ is created by random elimination (W < W*) or
creation (W/ > W) of precipitation days. Elimination is applied by setting the precipitation to
zero for a fraction 1 - W/ W* of the wet days. Creation of wet days is applied by assigning a
precipitation amount P’ to a fraction (W — W¥)/(1 — W) of the dry days. P’is given by the
mean precipitation of the 3 days preceding or following the particular day in the reference
time series. The Wf-ad]'usted time series of P*is labeled P hereafter, and denoted as the
reference precipitation.

Table 4-8: Scenarios of 1 /year temperature extremes ( °C).

Temperature variable G G+ \ W+
mean temperature change JJA +0.9 +I.4 +1.7 +2.8
1 /year warmest day JJA +I.0 +I1.9 +2.1 +3.8
mean temperature change DJF +0.9 +I.1 +1.8 +2.3
1 /year coldest day DJF +1.0 +1.5 +2.1 +2.9

Subsequently, a change of the precipitation intensity on wet days is applied to the modified
precipitation time series P” by a quantile scaling technique, that uses an exponential rather
than a linear transformation function (Leander and Buishand, 2006). The precipitation in
the new time series P is calculated from the (wet day frequency adjusted) reference
precipitation P

(4.6) P =a(Pf
Similarly, the 99% values in the modified time series are written as

(4.7) Bi=a(p,f

Assuming constant scaling of Py, /P for both the future and (modified) reference time series,
the following expression applies:

Bl (By
(48) (FH ;3,]
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The scaling factor b is derived iteratively in order to satisfy Eq. (4.8) and fitted on the time
series of P. The factor a is defined by the required ratio of the seasonal mean precipitation in
the scenario and the reference time series, listed as the change of the precipitation on wet
days in Table 4-6:

(4-9) a=P'|P

An example of the precipitation time series of De Bilt is shown in Figure 4-1 3. Time series
for a single summer and winter season were transformed according to the W+ scenario.
Changes in wintertime precipitation are generally positive (b > 1) whereas summertime
precipitation adjustments vary per intensity (b < 1 or b > 1).
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Figure 4-1 3: Example of control (black) and modified (red) precipitation time series for De Bilt for

a summer (left) and winter (right) sample month, assuming the W+ scenario. In the summertime

scenario it can be seen that the number of wet days is reduced (precipitation on days 200 and 2 34
is removed), that precipitation events with low intensity are reduced as well, and high intensity
events (e.g. days 266 and 268) increased. For winter the changes are generally more uniform.

The perturbed time series were used to estimate changes in the return period of extreme
precipitation with a given intensity y using a Generalized Extreme Value (GEV) distribution
function of the probability F:

(4.10) F(y)=exp(-exp(-x))

where x is a substitute for

9 -1/6
(4.11) x=ln(1——(y—ﬂ)j
(04

with o, @and [ shape parameters that are fitted to the distribution of yearly maximum
events. A return time T can be deduced from this equation using
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Figure 4-14: Extreme value distribution of summertime precipitation from the observations at
station De Bilt (black) and from the modified time series according to the W-scenario (blue).

For 1 3 stations in the Netherlands Eq (4.10) was fitted to the observed and perturbed time
series. Separate fits were constructed for summertime and wintertime conditions. Figure
4-1 4 shows an example of a fit for summertime precipitation in station De Bilt, both for the
observations and the time series perturbed according to the W scenario. For all precipitation
events occurring less than once per year the intensity is seen to increase, which was to be
expected from the +24.8% precipitation increase for the 1% wettest days (Table 4-0).

Table 4-9: Relative change (%) of 10 year return levels of 1-day (JJA) and 10-day (DJF)
precipitation sums for precipitation in the Netherlands. The 10 year return level of J[JA 1-day
precipitation is 4 3 mm, and 8 4 mm for 10-day precipitation in DJF.

Scenario 1-day sum 1o-day sum
JJA DJF

G +13 +4

G+ +5 +6

W +27 +8

W+ +10 +12

The GEYV fits have been used to estimate 10 yr return period precipitation intensities for both
1-day and 10-day sums in summer and winter (Table 4-9) for the 1 3 stations in the
Netherlands. For each station the change in extreme precipitation was first calculated from
the fitted GEV distributions, and the 1 3 values were later averaged. Figure 4-1 5 shows the
changes of the 10 year return levels for summer and winter 1-day to 10-day precipitation
sums. Wintertime extreme precipitation is seen to increase similarly for all accumulation
intervals (1 day, 5 days and 10 days), and the major difference between the scenarios is the
temperature dependence. For summertime conditions the lower wet day frequency in the
scenarios results in a general decline of the return levels as the accumulation period is
increased from 1 day to 10 day precipitation sums. In the W+ and G+ scenarios this decline
results in a sign change of the response: the 10 yr return level of 5- and 10-day precipitation
is seen to decrease compared to the reference climate. The decline with increasing
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accumulation length is related to the relatively low wet day frequency, which makes
consecutive days with extreme precipitation fairly unlikely.
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Figure 4-15: JJA (left) and DJF (right) changes in intensity for 1-day, 5-day and 10-day
precipitation sums with a return period of 10 years for each of the scenarios. Calculations are based

on observations for 1 3 stations in The Netherlands.

4.6 Summary of precipitation and temperature scenarios

From the scenario figures in Table 4-6 and Table 4-9 the following characteristics of
precipitation changes are noted:

In winter the wet day frequency changes are fairly small. In summer the decrease of
the wet day frequency for the G+ and W+ scenarios is pronounced (10-20%).

This implies that the mean precipitation increase in winter is mainly due to the
precipitation on wet days, and this is strongly dependent on circulation. In summer a
change to drier circulation types (AU, < o) tends to reduce the wet day frequency
(and thereby the mean precipitation), but leaves the mean wet day precipitation
virtually unchanged. In the wet regime the wet day precipitation increases
considerably (4 — 9%), but the number of wet days hardly changes.

Extreme precipitation changes in winter are close to changes in the mean
precipitation. In summer extreme precipitation increases in all scenarios but this
increase strongly depends on the scenario.

For temperature the following characteristics emerge:

The circulation has a strong impact on the mean and coldest temperature in winter:
for a warm circulation (AU, > o) the coldest days warm stronger than the mean, and
the mean increases more than the global temperature of the scenario. For an
unchanged circulation the coldest and mean temperatures increase similarly. This
increase is smaller than the global mean temperature increase, probably owing to a
relatively cool SST in the Atlantic in most GCMs. In the temperature observations of
the last 2.5 years in the Netherlands the coldest days did not warm stronger than
average (Klein Tank and Kénnen, 2003), but further analysis is necessary to
determine the circulation effect on these observed changes.
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e In summer the circulation affects the temperature increase of the mean and warmest
days very differently: a dry circulation regime is associated with a stronger than global
mean regional temperature increase, and the extreme values increase even stronger.
West circulations again cause a small difference between the increase in mean and
extreme values, and a lower than global temperature increase.

5 Scenarios for potential evaporation

Evaporation is a highly relevant quantity in many hydrological, agricultural and civil
applications. Also, it is a key process in the hydrological cycle. Evaporation is dependent on
the availability of soil water, regulation of transpiration by vegetation (dependent on CO,-
concentrations), radiative forcing, temperature and humidity of the overlying atmosphere
(governed by complex turbulent mixing, advection and convection processes), etc. Therefore,
different approaches or models to generate projections of evaporation under future climate
conditions can give widely varying results, owing to imperfections of models used or
unforeseen changes in the relation between evaporation and ambient conditions. The present
model projections do not allow a firm assessment of the changes in evaporation for the
different climate scenarios.

Some of the complex interactions involving evaporation are bypassed when addressing
potential evaporation instead, which may be defined as the maximum evaporation rate that
can be supported by the atmospheric demand, assuming no feedback by atmospheric
humidification. Stated differently, the potential evaporation is the maximum evaporation of a
well-watered reference crop, and comparison to the actual evaporation serves as guidance for
the amount of water that should be added to a crop to optimize growth. Potential evaporation
is used in many applications that demand scenarios.

Potential Evaporation in JJA
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Figure 5-1: Regression coefficients for potential evaporation. Results are plotted for the models used
in the G+/W+ scenario.

The KNMT'06 climate scenarios provide estimates for the change of potential evaporation in
response to changing temperature and circulation. Potential evaporation LE,, is calculated
from the PRUDENCE ensemble models using the formulation by Makkink (1957):

N
s+y

(5.1) LE,, =a——K"
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with K* the downward global radiation, s the rate of saturated vapour pressure with
temperature, ¥ the psychrometric constant and « an empirical coefficient (= 0.65). Similar to
the procedure for precipitation (illustrated in Figure 4-8) the change in LE,, was related to
changes in global mean temperature and AU,,. The best fit was found by taking a 4%
increase per °C temperature rise (similar to the value used in the WB21 scenarios by
Koénnen, 2001) and an additional —6% per m/s change of U,, (defined positive for western
wind), to account for the effect of dry summertime circulations on the potential evaporation
(giving a negative correlation between E,, and U,,). Figure 5-1 shows the regression
coefficients depicting the circulation dependent and —independent change for the RCM
ensemble used for the G+ and W+ scenarios. The mean of RACMO2 (used in the G/W
scenarios) is very close to the mean of this model ensemble, and therefore the same numbers
were used for all scenarios. Table 5-1 gives an overview based on the steering parameters
listed in Table 4-2.

Table 5-1: Scenarios for summertime (JJA) potential evaporation change.

G G+ W W+

Potential evaporation (%) +3.4 +7.6 +6.8 +15.2

An example of an application where a full annual cycle of precipitation deficit is analysed is
given in Section 9.8. Here, basic assumptions about the scenario-dependent changes in
precipitation and potential evaporation in all 4 seasons are made and applied.

6 Scenarios for wind

Wind speed is a quantity relevant for various applications.Extreme wind speed conditions
that are able to generate excessive surges and waves determine the level of coastal defence.
For this, 1/10.000 year wind speed events on time scales of a day or less should be
estimated. This is elaborated for instance by Van den Brink (20035). For wind energy
applications, extreme winds determine the operation practice of turbines. However, wind
energy is proportional to the third power of wind speed, and thus the mean and frequency
distribution of the cubed wind speed is a relevant quantity.

Sdrerrreri TITTETT T —e— Potential wind
52 9 —— Measured wind

5.0 i R

480 he AT

a6H- Ny

44BN Y

4207

Wind speed (m s")

40 F

3.8

1965 1970 1975 1980 1985 1990 1995 2000 2005
Year

Figure G-1: Observed mean and potential wind, averaged over the Netherlands.

For the KNMI'o6 scenarios, no GCM runs were available that could be used to directly
estimate 1/10.000 year wind speed events. Also GCM subdaily wind speed was not archived
at PCMDI. As a compromise between available data and user requirements, the scenarios
contain estimates of the daily mean wind speed that is exceeded on average once a year (i.e. it
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has a return period of 1 year). Additional analyses with (much) larger model ensembles are
considered necessary to give quantitative assessments of changes of more extreme wind
speed variables. However, it is evident that the annual maximum daily mean wind speed is
not of direct interest for the quantitative analysis of safety measures in which extreme wind
plays a major role (coastal defence).

6.1 Observed and simulated wintertime wind and storms

Prior to addressing the potential impact of enhanced greenhouse gas concentrations on the
wind and storminess near the Dutch coast, it is of interest to briefly consider the observed
wind trends. Observations of wind speed averaged over 1 3 stations in The Netherlands show
a decrease of the number of moderate to strong wind speed events between 1962 and 2002
(Smits et al., 2005). The results for moderate wind events (that occur on average 10 times
per year) and strong wind events (that occur on average twice a year) indicate a decrease in
storminess over the Netherlands between 5 and 10%)/decade. Also the so called potential
wind — which corrects measured winds for inhomogeneity over time in instruments,
measuring heights and local surface roughness — shows a decrease since the mid seventies of
the 20" century (Figure 6-1). However, the trends are not consistent for the different
analysed stations, and the reason of this spatial variability is not well understood. Trends of
near surface and geostrophic wind speeds found in ERA40 and NCEP/NCAR reanalysis data
generally show the opposite: positive trends are found for nearly all wind speed classes
(Figure 6-2).

Are the trends in mean and (moderate) strong winds related to the global warming in the
recent decades? Lambert and Fyfe (20006) analyzed daily mean sea level pressure simulations
from a wide range of AR4 GCMs to explore the frequency and intensity of winter cyclones.
For the northern hemisphere they concluded that the number of storms will be reduced in
response to an enhanced greenhouse gas concentration. On the other hand, the number of
intense events (defined as cyclones with a core pressure < 970 mb) increases in the
simulations.
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Figure 6-2: Trends (%/decade) in the annual number of storm events in the observations (left) and
ERA4o0 (right) as a function of severity level for the Netherlands. Solid lines are the coefficients of
the slope; dotted lines are the corresponding 9 5% confidence intervals (from Smits et al., 2005).

For the KNMI'o6 climate scenarios we have analysed a subset of the models used by Lambert
and Fyfe (2000), considering actual wind speed rather than surface air pressure as a proxy.
The GCM-selection is identical to the set introduced in Table 4-1 used to generate the
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steering parameters for temperature and precipitation scenarios. Only HadGEM was not
included in the wind analysis, since daily data were not available.

Prior to our analysis, it was assumed that the coarse resolution in GCM simulations would
underestimate the number of intense storms. Nested high-resolution RCM results would
favour steeper pressure gradients, and thereby increase maximum wind speed. However,
daily mean wind speed is not significantly altered using the RCM nesting approach. Figure
6-3 shows North-South cross sections of mean sea level pressure (MSLP) and 10 m wind
speed corresponding to the annual lowest pressure and highest daily mean wind. The depth
of the lowest pressure is systematically different in ERA40 and the PRUDENCE model
HadAM3H, but the nested RACMO2 runs do not consistently give rise to a deeper core
pressure or steeper gradients. Difference in vertical resolution may be one of the reasons that
the actual core pressure in RACMO2 is deepened compared to ERA40, but less deep when
driven by HadAM 3H. Van Ulden et al. (2006) show that particularly during winter the
control of the lateral forcing on the inner dynamics in the PRUDENCE RCMs is strong.
Therefore it was decided not to apply RCM downscaling for generating wind scenarios. This
decision is confirmed by the results of Leckebusch et al. (2000).
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Figure 6-3: Cross section of (left) the average annual minimum mean sea level pressure and (right)
the annual maximum wind speed at 10m height in the area 2 5-10 °W and period 1960-199o0.
Shown are results from ERA 40, the control run of HadAM 3H, and two RACMO 2 simulations
driven by these GCM boundaries.

6.2 Wind scenarios

The wind scenarios are based on daily output from SRES A1b runs of the four selected
GCMs. Simulations were available for the period up to 2300. The quantity considered is the
yearly maximum of daily mean surface wind. Daily output was only available for distinct time
slices: 1961 — 2000 for the control period, 2081 — 2100 for all models, 2181 — 2200 for
all but MIROCH]J, and 2281 — 2300 for ECHAM 5 and GFDL2.1.

The four GCMs have a reasonable representation of the monthly mean wintertime pressure
patterns over Western Europe (Van Ulden and Van Oldenborgh, 2006). A systematic bias is
present in the distribution of annual maximum daily mean wind speed over the North Sea
(Figure 6-4). However, the bias is similar in the whole range of extreme values, suggesting
that information about the change in the extreme wind speed derived from the GCMs is still
valuable. In the figure, also results from the 2081 — 2100 time slice are shown, to be
discussed below.
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Figure 6-5 shows the change in the mean 10 m wind speed between the control period and a
+2°C scenario for the analyzed GCMs. The +2°C values are obtained from the time slice
model output by assuming a linear relation between global temperature change and seasonal
mean wind speed change. The results are grouped into the average of the models with a
strong wintertime circulation change in the Netherlands (representative for the circulation
change scenarios G+ and W+), and the (single) model that simulates a minor wintertime
circulation change. At the lower midlatitudes (30°-45°N) all models consistently show a
reduction of the mean surface wind over the Atlantic sector. At the higher midlatitudes (45°-
65°N) all models also show a reduction of the mean DJF wind speed over the central and
Western part of the North Atlantic basin, but a relative maximum is found in the Eastern
sector of this basin. The location varies among the models (CCC6 3 showing the maximum
above land), but the group average response (Figure 6-5, lower left panel) shows an increase
of around 2% over the North Sea. This feature is in agreement with the positive wind speed
changes in the three left panels in Figure 6-4.
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Figure 6-4: Distributions of annual maximum wind speed on a single grid point location over the
North Sea (2.5 °E, 55 °N) of 4 GCMs. The Gumbel variate is a transformed rank order coefficient,
related to the return period plotted in the top horizontal axis. Shown are the control simulation
(blue line), SRESa1b simulation 208 1-2100 (red line) and ERA40 (green line). The left three
panels correspond to GCMs with a positive change of DJF AU,,, the GCM from the right panel does
not show such change.

In Figure 6-4, annual maximum 10 m wind speed in the North Sea area in one of the
models (MIROCHI) run with the A1b scenario is seen to increase with approximately 0.4 5
m/s for all return values. The position of the point shown coincides with the relative
maximum of 1.5% located in the North Sea (Figure 6-5, lower right panel). In the other A1b
simulations shown in Figure 6-4 extreme 10 m wind speed increases by around 0.5 — 1 m/s
(CCC63, GFDL2.1) or between 0.5 — 1.5 m/s (ECHAM ;). The ensemble results are shown
as a positive signal over the North Sea in Figure 6-5.

Figure 6-5 illustrates the spatial variability of the wind speed change in the individual GCMs,
even when focusing on a relatively small area as the North Sea. For this reason, a group of
grid point results is used to quantify the wind speed changes in the KNMI’o6 climate
scenarios. Annual maximum daily mean wind speed from all grid points in the area roughly
covering the Netherlands and the North Sea (0°-10°E, 50°-60°N; see box in bottom right
panel of Figure 6-5) is included. For each model and each grid point, this wind speed
quantity is averaged for all available time slices. The mean values in the time slices are
normalized by the values in the reference period (1961 — 2000) to obtain relative annual
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maximum daily mean wind speed changes. These wind speed ratios are divided by the mean
global temperature change in the particular episode and multiplied by two, to obtain a
response corresponding to the +2°C scenarios for 2050. A frequency distribution plus a
smoothing spline of the relative changes of annual maximum wind per 2°C global
temperature rise is shown in Figure 6-6, where the same allocation of GCMs to scenario
groups is used as in Figure 6-5. Means and 10/90%-percentile values are shown in Table
6-1. The distributions reflect the uncertainty related to the estimate of annual maximum
daily mean wind speed associated with spatial variability of the wind speed changes (shown
in Figure 6-5), and the model differences of the ensemble used for the G+ and W+ scenarios.

Figure 6-5: Relative change (%) in the annual maximum daily mean wind speed at 10 m height
between the +2 °C scenario and the reference climate from the four GCMs. The mean wind
difference is obtained by assuming a linear dependence of mean DJF wind change and global
temperature increase, and scaling the GCM time slices back to a +2 °C global temperature increase.
The upper row contains the models used for the G+ and W+ scenarios (CCC6 3, GFDL2.1 and
ECHAM3). The lower left panel shows a composite of these three GCMs on the left, and the
MIROCH i results (used for the G and W scenarios) on the right. The box in the lower right panel
denotes the area from which grid point results are used for the scenarios.

In the group of models used for the G+ and W+ scenario the GFDL2.1 model gives a higher
relative increase of annual maximum daily mean wind speed than the CCC6 3 model. The
absolute change of the wind speed between the control and scenario simulations remains
rather constant for all return values, shown as nearly parallel lines in Figure 6-4. This
implies that relative wind speed change generally decreases as the return period becomes
longer than once per year.

The mean values derived from the distributions plotted in Figure 6-6 are all centred around a
value close to zero. Using the means of the distributions in Figure 6-6 as values in the
KNMTI'06 climate scenarios does not adequately span the uncertainty range of the wind
speed changes derived from these GCM analyses. For that reason, we used the outer values
of the 10% and 90% quantiles for the scenarios without and with circulation change,
respectively, resulting in -1% for W and +4% for W+. The G and G+ scenarios are
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constructed by dividing these values by 2 and rounding to integer values. Table 6-2 gives an
overview of the scenario values.

Table 6-1: Change of annual maximum daily mean wind speed for the different scenarios in 20 50,

expressed in % change for 2 °C global temperature rise. Indicated are the mean and 10- and go-
percentile values of the distributions shown in Figure 6-6, all rounded to whole numbers.

Moment no circulation change circulation change
mean +0% +2%
10% quantile -1% -1%
90% quantile +1% +4%
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Figure 6-6: Frequency distribution of relative changes (%) of annual maximum wind speed

corresponding to a +2 °C global temperature rise for (left) the collection of GCMs used for the G+
and W+ scenario, and (right) the MIROCHi model used for W and G. The vertical bars represent
the relative number of grid points showing a given relative change.
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Figure 6-7: Example of annual maximum daily mean wind speed for De Bilt (left) and IJmuiden
(right). Also shown are the scenario values for 20 50.

The wind speed changes in the scenarios are small, certainly within the context of the
interannual variability (see below in Figure 9-4). Figure 6-7 shows examples of DJF annual
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maximum daily mean wind speed time series for two stations in The Netherlands (De Bilt
and IJmuiden). The comparison between the two stations again highlights the considerable
scatter of trends in maximum wind speed events. It is also clear that the wind scenarios give
small changes compared to the typical interannual variability of the scenario variable.

Table 6-2: Scenarios for changes of the annual maximum wind speed in 20 50 (% change).

Scenario G G+ W W+

Change of annual maximum o +2 -1 +4
daily mean wind speed (%)
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Figure 6-8: Relative distribution of the 10 highest daily mean wind speed values per year over the
directional sector. Shown are results derived from ERA40 (green lines), control GCM simulations
(blue) and SRES a1b runs (red).

6.3 Implications for North Sea surges

The GCM projected changes in extreme wind direction are less consistent than changes in
wind speed (Figure 6-8). Most models show an increase of the daily mean wind speed
exceeded 10 times per year from the southwest direction, but changes in the northwest
direction (most relevant for the storm surges reaching the Dutch coast) are more ambiguous,
varying from a reduction in the ECHAM 5 model to no change in CCC63 and MIROCHi.
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Figure 6-9: Extreme value distributions of surge levels calculated with a simple surge model and the
daily wind records from the GCM simulations. Colour coding as in Figure 6-8.

From these wind statistics a simple parametric surge model (Van den Brink, 20075) is used
to generate an estimate of the change in return value of the surge at the North Sea coast. For
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this exercise, wind data from a collection of all GCM grid points within the area (o — 10°E,
50 — 60°N) are used, which spans the typical region important for surge on the Dutch North
Sea coast. In Figure 6-9 results of this simple surge model are plotted. Changes in the surge
level are not consistent for the three GCMs used to construct the G+ and W+ scenarios:
maximum surge levels are seen to decrease in ECHAM 5 for SRES A1B conditions, CCC63
show an increase, and GFDL2.1 (and MIROCHi) show no significant change. The ECHAM 5
model shows that an increase in annual wind speed (Figure 6-4) can coincide with a decrease
of the surge (Figure 6-9) due to the change in wind directions (Figure 6-8).

Although the various grid points within the sector considered for the surge model are not
uncorrelated (the highest values are most likely generated by the same synoptic system) the
distribution of surge levels gives an indication of the variability of this quantity. Figure 6-10
shows the results for 1-year and 5o0-years return periods. The ensemble shows that the
changes in the maximum surge levels are small on average, within a few % of the value
generated with the control climate model output. Within the context of this simple analysis
the wind speed scenarios combined with the modelled wind direction changes do not give
rise to strong changes in the risk of North Sea surges. However, other methods to construct
risk profiles (for instance, by selecting output from only the most extreme model (CCCMA))
can give rise to different conclusions.
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Figure 6-10: Probability distribution of relative changes of the surge level obtained from a sample of

grid points in the area (o — 10 °E, 50 — 60 °N) from the collection of GCMs. Shown are 1 (left)
and 50 years (right) return values.

7 Sea level changes in the Eastern North Atlantic Basin

7.1 Constructing scenarios of sea level rise
The KNMTI'06 climate scenarios for sea level rise (SLR) for the Netherlands are constructed
for the target years 2050 and 2100 relative to 1990. Sea level changes in the 22™ century
and beyond are discussed qualitatively. In constructing these scenarios, contributions from
various sources are considered. For the period 1990 — 20075, observations for total SLR are
used (see Section 7.3). From 2005 onwards, the main components contributing to SLR are
considered separately:

e thermal expansion of sea water in the eastern North Atlantic Basin (Section 7.4);

e changes in glaciers and ice caps outside Greenland and Antarctica (Section 7.5);

e changes in the Greenland and Antarctic ice sheets, including glaciers (Section 7.6).
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Remaining (small, uncertain) contributions are discussed in Section 7.7, before combining
all elements to obtain scenarios for SLR in the Eastern North Atlantic Basin (Section 7.8).

Our estimate of the thermal expansion is based on the analysis of GCM runs that have been
performed for the preparation of the 4™ IPCC Assessment Report that is to appear. These
runs have been made available to the scientific community in the course of 2005. For the
other contributions we rely on results from published scientific papers. All major
components of the SLR estimates depend on the global temperature rise achieved in the
target periods considered. The rationale for choosing the relevant temperature values is
discussed first in the next section.

7.2 Choice of values of global temperature rise

For the target year 2050, values of global temperature rise of +1°C and +2°C are used,
similar to the other scenario variables. For 2100, the temperature selection is based on an
analysis of AR4 GCM runs forced by the A1B, B1 and A2 emission scenarios (see Figure
7-1). The values of +2°C and +4°C correspond roughly to the 10% and 90% points of the
probability distribution function of the temperature rise in 2100, and these are used for the
moderate (G) and warm (W) scenarios, respectively. It should be noted, however, that a
higher temperature increase for 2 100 could eventually be justified, since the AR4 GCM runs
do not account for the full uncertainty of the climate system. Sudden changes in the climate
system induced by strong ice cap melting or complete collapse of the thermohaline
circulation are also not included in this ensemble. Other feedbacks that are known to
influence the climate system on century-long time scales, such as carbon cycle and vegetation
feedbacks, are not or very crudely represented in all these models.
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Figure 7-1: Global atmospheric temperature rise projected for 2100 (horizontal axis, in °C) by
AR4 GCM:s forced with A1B, A2 and B1 emission scenarios. Values on the vertical axis denote
quantiles. The blue shading outlines the temperature range used for the scenarios for sea level rise.

7.3 Sea level rise between 1990 and 2005

For global mean sea level, the rise between 1975 and 20035 deduced from tide gauges is
about 75 mm (Holgate and Woodworth 2004, Church and White 2006), which gives a
contribution of 38 mm for the period 1990 — 20035, or approximately 2.4 mm/yr assuming a
constant rate. Satellite radar altimetry estimates for the period 1993 — 2003 arrive ata
somewhat higher value of 3.1 + 0.8 mm/yr (Leuliette et al. 2004; see also Figure 3-5). For
the Netherlands, sea level in the North Sea is more relevant than the global mean, but this
quantity is also more erratic. Considering multi-year means, it is found that at time scales of
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several decades, sea level at the coast of the Netherlands rises at a rate of about 2.5 + 0.6
mm/yr, which is numerically the same as the rate of global SLR from 1975 to 2005. Hence a
local SLR of 4 + 1 cm at the Dutch coast is used in the scenarios for the period 1990 — 2005.

7.4 Thermal expansion in the eastern North Atlantic basin

To estimate the thermosteric sea level rise, GCM simulations for the A1B, A2 and B1
scenarios from the IPCC AR4 database were used, for the entire 21* century.

Three variables of interest were retrieved: global mean atmospheric temperature rise (AT),
global mean thermosteric sea level rise (TSLR;) and local thermosteric sea level rise (TSLR))
in the area [25°W,10°E] X [40°N, 65°N]. The latter variable is used to construct specific
scenarios for TSLR in the eastern part of the North Atlantic basin that reflect regional
differences in TSLR (e.g., Levermann et al. 20075, Figure 3-5). Not all model data were used
because of problems with technical availability of the required set of fields or obvious
deficiencies in the model formulation (see Table 7-1).

Table 7-1: List of GCMs and the scenario runs used to assess the thermosteric component of SLR.

Model Global thermosteric SLR Local thermosteric SLR
BCCR BCM2.0 B1, A2
CCCMA CGCM 3.1 B1i,A1B, A2 B1,A1B, A2
GISS AOM B1, A1B

GISS ER B1, A1B, A2

IAP FGOALS-g1.0 B1, A1B
INM CM 3.0 B1,A1B, A2

MIROC 3.2 hires B1,A1B B1,A1B
MIROC 3.2 medres B1,A1B, A2 B1,A1B, A2
MPI ECHAM B1,A1B, A2
MRI CGCM 2.3.2a B1,A1B, A2
NCAR CCSM 3.0 B1,A1B, A2
NCAR PCM1 A2

UKMO HadCM3 B1,A1B, A2
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Figure 7-2: Relation between the rate of global mean atmospheric temperature rise and rate of
global mean thermosteric SLR for GCM simulations driven by three different emission scenarios, for
20-year periods (circles mark the final period 2075 — 2095 ). Results from relatively coarse
resolution simulations are marked by orange rather than red circles.

In the GCM projections, TSLR, and AT, are not simply linearly related. This is clear from
Figure 7-2, which shows the relation between the rate of global mean temperature rise and
the rate of thermosteric sea level rise for all analyzed GCM simulations (to construct this plot,
20-year averages for 2015 — 2095 are used). In many cases the lines curve up and to the left
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toward the end of the century (period 2075 — 2095, marked by circles). That is, the
simulations show an acceleration of SLR even when the rate of global mean temperature rise
remains the same or decreases, because of the slow response of the oceans to an atmospheric
temperature rise. There is no pronounced difference in the rate of thermosteric sea level rise
resulting from the B1 emission scenario (small rates of temperature rise) on one hand and
the A1B and A2 emission scenarios (large rates of temperature rise) on the other. This is also
a consequence of the slow response of the ocean to atmospheric temperature changes. In
some low-resolution models, a low climate sensitivity of a GCM (small temperature change
per unit greenhouse gas forcing) is accompanied by strong SLR per degree global warming
(denoted as ‘sea level sensitivity’). These are marked by orange circles in Figure 7-2. The
temperature and sea level sensitivities of the other models are almost linearly related (red
circles).
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Figure 7-3: Global mean TSLR (relative to 200 5) plotted against modelled global mean
atmospheric temperature rise AT (relative to 1990 ) for GCMs driven by three different greenhouse
gas emission scenarios. Values for 2050 (2100) are indicated in blue (red). Solid and dashed lines

outline the median and 10% and 90% confidence values of linear fits of the dependence of TSLR
on AT, for these target years, respectively.

In Figure 77-3 the global mean thermosteric SLR (TSLR;) in 2050 and 2100 (relative to
2003) is plotted against global mean temperature increase since 199o for the transient
GCM simulations. For the end of the 21* century, the GCMs project a wide range of global
mean temperature rises between approximately +1.5°C and +4.5°C, while TSLR, projections
vary only between approximately 15 and 35 cm. For 2050, the projected rises in global mean
temperature are obviously smaller (between +1°C and +2°C), but again the range in TSLR;; is
fairly small (+5 to +1 5 cm).

Table 7-2: Estimates of global mean thermosteric SLR (cm) since 200 § as function of year and
global temperature change since 199o, including the uncertainty ranges. The 10%, median and
90% uncertainty values are relative to the mean value.

SLR since 2005 low scenario high scenario

year (AT since 1990) 2050 (+1C) 2100 (+2C) 2050 (+2°C) 2100 (+4C)

mean 8.8 24.4 11.9 30.3
Residuals relative to mean:

10% quantile -2.3 -3.8 -2.3 -3.8

median 0.0 -0.7 0.0 -0.7

00% quantile +1.8 +5.1 +1.8 +5.1
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Linear fits are used to describe the dependency of TSLR on temperature change (solid lines
in Figure 7-3). We assume an uncertainty that is independent of AT, and we use the 10%
and 90% quantiles as a measure of the uncertainties of this dependence. They are denoted by
dashed lines in Figure 77-3. Thus one can read from this figure the lower and upper estimate
for TSLRat 2°C and 4°C temperature rise in 2100, and at 1°C and 2°C temperature rise in
2050. The results are shown in Table 7-2.

Table 7-3: Difference between Atlantic and global mean TSLR (cm), including the 10% and 90%
uncertainty range.

Value low scenario high scenario

year (AT since 1990) 2050 (+1°C) 2100 (+2C) 2050 (+2°C) 2100 (+4C)
median +0.5 +0.1 +I.1 +0.1
10% quantile -1.0 -1.7 -2.5 -3.8
90% quantile +2.9 +6.8 +6.9 +14.8

Regionally, changes in thermosteric sea level rise can deviate substantially from the global
mean value. In many simulations, sea level in the North Atlantic basin increases more than
the global mean sea level. This is associated with variations in ocean heat uptake, freshening
and circulation, which in the North Atlantic are strongly related to the strength of the
thermohaline circulation (Van der Schrier et al., 2004). In most GCM simulations this
circulation weakens (Schmittner et al., 20035; Hazeleger, 20075), although none give a total
collapse. Besides an effect on thermosteric sea level, changes in the THC may also affect the
local salinity and hence induce so called halosteric sea level changes. However, the variations
in this component are generally much smaller than thermosteric changes (Antonov et al.,
2002), and hence neglected.
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Figure 7-4: As Figure 7-3, but for the difference between TSLR in the eastern North Atlantic basin
and the global mean value TSLR.

Figure 7-4 shows the difference in projected TSLR between the eastern North Atlantic Basin
and the global mean value, again as a function of atmospheric temperature rise. While the
mean only displays a weak dependence, more significantly, the scatter tends to increase with
temperature rise. For this contribution we thus make a linear fit using the assumption that
the uncertainties are proportional to the temperature rise since 199o. The 10% and 90%
confidence intervals of the fit are indicated in Figure 77-4 by the dashed lines. Only one
HadCM 3 run falls far outside the uncertainty range for 2 100. The upper bound of an
additional TSLR of about 1 5 cm in the North Atlantic Basin for a 4°C temperature rise
resulting from a weakening of the THC seems reasonable, considering the 25 — 30 ¢m local
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sea level rise simulated for a totally collapsed THC (Levermann et al., 2005). Table 7-3
shows the median and 10% and 90% quantile values.

In combining the two contributions of the global mean TSLR (Figure 7-3) and additional
local TSLR (Figure 7-4), the median values are added linearly, while the differences from the
median to the 10% or 9o% quantiles are added in quadrature to give the total uncertainty
ranges. The final results are listed in Table 7-5 below.

7.5 Changes in glacier and ice cap changes outside Greenland and Antarctica

Estimates of the total ice volume currently stored in glaciers and ice caps outside Greenland
and Antarctica ranges from 15 cm sea level rise equivalent (Ohmura 2004) to 24 cm sea
level rise equivalent (Raper and Braithwaite 2005). The TAR estimate (Church et al. 2001)
included glaciers and ice caps surrounding Greenland and Antarctica and is hence much
larger (50 cm).

A way to characterize the response of glaciers to atmospheric warming is by means of the
effective sensitivity B of the rate of sea level rise to global temperature increase. The present
value of B is estimated to be of the order of 0.5 + 0.25 mm/yr/K, based on recent papers
(e.g., Ohmura 2004, Raper and Braithwaite 20006). Assuming a current deviation of 1°C
over the equilibrium temperature of the glaciers, the total contribution of the glacier melt can
be crudely assessed. If the total sea level equivalent ice volume Vin 20035 is around 20 cm
(with an uncertainty range between 10 and 40 c¢m), and assuming B to be proportional to the
ice area A, and that V ~ A*375 (van de Wal and Wild, 2001), the sea level rise in 2050 due to
glacier melt is estimated to be 2.9 cm (uncertainty range 1.5 — 4.3 cm) for a temperature rise
of 1°C, and 3.9 (2.0 — 5.7) cm for 2°C temperature increase. In 2100 the SLR from glacier
melt is 7.4 (4.3 — 10.8) cm for the 2°C scenario, and 10.5 (6.1 — 14.5) cm for the 4°C
scenario (see Table 7-5 below).

In studies by Gregory and Oerlemans (1998) and Raper and Braithwaite (2006) a much
more sophisticated approach is used where reference glaciers are forced with GCM output.
In the latter study, for example, glaciers are allowed to approach a new equilibrium as their
environment warms. This effect decreases the sea level rise from glaciers. However, they use
a GCM with a small global warming and start with a melt rate at the low end of the estimates
presented by Raper and Braithwaite (2000).

7.6 Changes of Greenland and Antarctica ice sheets

As a starting point, estimates for the present-day sea level change due to the melting of the
Greenland and Antarctic ice sheets are taken, including the glaciers and small ice caps
around their edges. At present both ice sheets are shrinking. The Greenland ice sheet shrinks
by 50 to 100 Gt/yr, equivalent to a sea level rise of 0.21 +.07 mm/yr (Krabill et al. 2004;
Rignot and Kanagaratnam 20006; Velicogna and Wahr 2005). Compared to the whole 1961
— 2003 period for which observations exist this implies an acceleration of the shrinking over
the last decade; the forty year average being 0.05 + 0.12 mm/yr. Estimates for the mass
change of the Antarctic ice sheet, including glaciers and small ice caps around its edges, vary
between a growth of 50 Gt/yr and a loss of 200 Gt/yr, equivalent to a sea level rise of 0.21 +
0.3 5 mm/yr. There is a possible, but statistically insignificant acceleration of the shrinking;
for the whole 1961 — 2003 period the estimate is 0.14 + 0.42 mm/yr (Rignot and Thomas
2002; Rignot et al. 20035; Zwally et al. 2006). On the basis of these values we estimate that,
taken together, both ice sheets shrink and contribute to a sea level rise of 0.4 + 0.4 mm//yr.
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Projections of the change of the Greenland and Antarctic ice sheets for the 21 century are
highly uncertain (Huybrechts et al., 2004; Gregory and Huybrechts, 2006). The
measurements are too sparse, and time series too short to asses the acceleration rate of the
contribution to sea level rise as temperature rises. The data do suggest accelerated mass loss
of the Greenland and Antarctic ice sheet over the last decade, although acceleration for the
Antarctic sheet seems less dramatic. Model assessments are not wholly compatible with this
picture. In models increased precipitation counteracts the increased ablation. For the
Greenland ice sheet the net balance points to increased mass loss for rising temperatures,
but for the Antarctic ice sheet models suggest a decrease of mass loss, or even mass gain
when temperature increases. The estimate of the temperature dependence of the ice sheet
mass balance from 18 coupled climate models forced with an AR4 scenariois 0.18 + 0.14
mm/yr/K for Greenland, and —0.3 1 + 0.24 mm/yr/K for Antarctica with respect to local
temperature changes (Gregory and Huybrechts, 2006). So, both model studies and
observations indicate a positive sensitivity of the Greenland ice sheet to increasing
atmospheric temperatures. However, the sign of the sensitivity for Antarctica is
undetermined (negative from model simulations, positive from recent observations). Hence,
we assume that the mean sensitivity of the Antarctic ice sheet is zero. For the combined
Greenland and Antarctic ice sheets we estimate a positive effective sensitivity of 0.2 + 0.4
mm/yr/K to global temperature rise.

Both the present-day rate of sea level rise of 0.4 + 0.4 mm/yr and the above estimate for the
sensitivity are used to determine the median and the lower bound of the contribution of the
ice sheets to sea level rise in the 2 1% century for the different scenarios. For large
temperature increases strong increases of melting may occur, especially for the Greenland
ice sheet (e.g., Overpeck et al., 2000). Also, both the Antarctic and Greenland ice sheets may
feature unstable glaciers and large amounts of calving. Accelerated ice flow in both ice sheets
could dramatically increase their contributions, but quantitative projections are almost
impossible to make. Climate simulations of the last interglacial period (1 30,000 years ago)
by Otto-Bliesner et al. (2006) show that for climate conditions with a global mean
temperature of +4°C compared to present-day climate the current Greenland ice sheet had
melted to about half its current size (3.4 m sea level equivalent), but this process took many
centuries. To incorporate such uncertainties in our scenarios, we base our estimate of the
upper bound of contribution on the results of Ridley et al. (2005). They assessed a mass loss
that saturated to values of 5 mm/yr for the Greenland ice sheet, after temperature increases
of 4°C or more. Hence, we assume that the upper bound of the mass loss linearly increases
from the present day estimate to 5 mm/yr at the moment that a 4°C temperature increase is
accomplished. Unresolved processes, like calving, could even increase this number, but these
are considered to have a relatively low likelihood.

Table 77-4 gives an overview of the range of SLR contributions of melting of the Greenland
and Antarctica ice sheets. Shown are the median values and the upper and lower bounds of
the range. The contribution to the final SLR scenarios is included in Table 7-5.

Table 7-4: Median and upper and lower bounds of the contribution from Greenland and Antarctic
ice sheets, including glaciers and small ice caps at their edges, to SLR (cm) during the 2 1% century.
The contributions from the present-day melt rate and the rapid calving are added in quadrature.

Contribution low scenario high scenario

year (AT since 1990) 2050 (+1°C) 2100 (+2°C) 2050 (+2°C) 2100 (+4C)
median 2.1 5.4 2.6 7.3
lower bound 0.1 -0.3 -0.1 -1.9
upper bound 5.8 19.2 +9.1 32.9
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The upper bounds for the high scenarios are a factor four higher than the highest estimates
of change over the last few years. This factor reflects both the error margins in the current
measurements and the possible acceleration as the world warms.

7.7 Other contributions

During the 20" century the contribution of permafrost to SLR was of the order of 3

mm /century (Church et al. 2001), with a considerable uncertainty. The results of Lawrence
and Slater (20035) imply a value of 5 mm/century for a model simulation. The response of ice
sheets to paleoclimate change on the time scale of ice ages is estimated to be in the range of
o — 20 mm/century (Peltier 2002; Lambeck 2002), considerably smaller than the central
value of the TAR (Church et al. 2001). Anthropogenic contributions to change in land water
storage may give a contribution of the same order of magnitude, but even the sign of this
contribution is uncertain (Church et al. 2001). Effects of changes of the sedimentation are
not well quantified. It is assumed that the global mean effect is negligible.

This gives a total estimate of 2 £ 2 cm for sea level rise in 2100 from these contributions,
and half this value in 2050. The relative uncertainty is large, but the absolute uncertainty is
small compared to the uncertainty in the main contributions to sea level rise.

7.8  Scenarios for total sea level rise in the eastern North Atlantic basin

The sea level scenarios are constructed by combining the observed sea level rise between
1990 and 2005, the thermosteric sea level rise since 2005 (Figure 77-3), the difference
between global mean and North Atlantic sea level rise (Figure 7-4) and the various terrestrial
components (Section 7.3 — 77.7). Two temperature scenarios are constructed for two target
periods (2050 and 2100).

Table 7-5: Components for mean sea level rise (cm) for two time periods (2050 and 2100) and
two temperature scenarios (low and high). Listed are the low and high values of a range determined
by 10%/90% confidence limits for all components.

Component low scenario high scenario
year (AT since 1990) 2050 (+1°C) 2100 (+2°C) 2050 (+2C) 2100 (+4°C)
Observed 1990 — 2005 3.0 - 5.0 3.0 - 5.0 3.0 - 5.0 3.0 - 5.0
total thermosteric from 2005 6.8-12.5 20.2 - 32.7 8.9-19.3 24.7 — 45.5
global mean thermosteric since 2005 6.5 — 10.6 206 — 2 6 6.c —
(Table 7-2) .5 . . 9.5 9.6 -13.7 26.5 - 35.4
A (Northeast Atlantic — global mean)
(Table 7-3) -1.0 — 2.9 -1.7 - 6.8 -2.5 — 6.9 -3.8 —14.8
terrestrial water storage
glaciers and ice caps 1.5 — 4.3 4.3 —10.8 2.0-35.7 6.1 —14.5
Greenland + Antarctica 8
(Table 7-4) 0.1 - 3. 0.3 - 19.2 -0.1 = 9.1 -1.9 - 32.9
other 0.0 — 2.0 0.0 — 4.0 0.0-2.0 0.0 — 4.0
Total 15.6 —24.6 34.9 - 59.5 19.6 - 33.9 42.0 - 84.0

Even for a given global mean temperature, the SLR projections show a large variation
between models and assumptions. All estimates of thermosteric and terrestrial sea level rise
are associated with considerable uncertainty ranges. We therefore present ranges of SLR per
global mean temperature scenario. The ranges are calculated as a summation of 10% and 9o0%
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confidence levels of the GCM analyses of the thermosteric component, and the reported
uncertainty values of the other components discussed in Section 7.7.

Table 7-5 lists all contributions of the sea level rise scenarios. The 10% and 9o% quantile
values of the global mean and Atlantic difference contributions are combined by a non-linear
error summation (assuming dependence between the various error sources):

(7.1) Z,=ZytZ,, Tt \/(Zhl - Zml)z + (th ~Zw )2

with z; the final scenario value (for instance, the high end of the range), z;,, and z,, the high
end of the ranges of the separate contributions, and z,, and z,,, the medians of the two
contributions. Table 7-6 summarizes the final scenario values. The final figures are rounded
to 5 cm, because of the large uncertainties. The intermediate results are given to 1 mm.

The uncertainty ranges represent approximate 80% intervals. This means e.g. that the
probability that for the +4°C scenario the sea level rise is above 85 cm in 2100 is estimated
to be of the order of 10%. Assuming that the uncertainties scale as in a two-side Gaussian
distribution, 9go% uncertainty margins would be obtained by multiplying the 80% margins
by a factor 1.3.

Table 7-6: Scenarios of sea level rise (cm) for two target periods, two global temperature scenarios
and two different sea level sensitivities (SLR per degree global warming). All values are rounded to §

cm.
Sea level sensitivity low scenario high scenario
year (AT since 1990) 2050 (+1°C) 2100 (+2C) 2050 (+2°C) 2100 (+4°C)
Low 15 35 20 40
High 25 6o 35 8s

7.9 Long-term changes

In the TAR, SLR has been considered for periods after 2 100. While it is very likely that the
rate of sea level rise will increase during the 2 1* century, it will level off later and decrease
after global warming has stabilized. The most important conclusion of the TAR was that both
thermal expansion and melting of the Greenland ice sheet will continue for centuries after
the concentrations of greenhouse gases have stabilized. Projections given in the TAR show
that given the large margins of uncertainty one may linearly extrapolate the bounds of the
projections of sea level in 2100 up to 2300. Subsequent studies (Meehl et al., 2005; Alley et
al., 2005) have confirmed this behavior. It is likely that thermal expansion in the 22 and
23" century will be somewhat larger than in the 21 century (Meehl et al. 2005). In
addition, one can expect non-linear behavior in the various contributions from land ice. This
implies that the bounds and the median value of sea level rise evolve fairly linearly, resulting
in a range of SLR between 1.0 and 2.5 m in 2300.
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8 Summary of the scenario values
All scenario variables are given in Table 8-1.

Table 8-1: KNMI'06 climate change scenarios for 20 50 relative to 199o0.

Variable G G+ \4 W+

summertime values

mean temperature (K) +0.9 +1.4 +1.7 +2.8
yearly warmest day (K) +I.0 +1.9 +2.1 +3.8
mean precipitation (%) +2.8 -9.5 +5.5 -19.0
wet day frequency (%) -1.6 -9.6 -3.3 -19.3
precipitation on wet day (%) +4.6 +0.1 +9.1 +0.3

10yr return level daily +13 +5 +27 +10

precipitation sum (%)
potential evaporation (%) +3.4 +7.6 +6.8 +15.2

wintertime values

mean temperature (K) +0.9 +I.1 +1.8 +2.3

yearly coldest day (K) +I1.0 +I.5 +2.1 +2.9

mean precipitation (%) +3.6 +7.0 +7.3 +14.2

wet day frequency (%) +0.1 +0.9 +0.2 +I1.9

precipitation on wet day (%) +3.6 +6.0 +7.1 +12.1

1oyr return level 10-day +4 +6 +8 +12
precipitation sum (%)

yearly maximum daily mean wind o +2 -1 +4
speed (%)

Sea level sensitivity low scenario high scenario

year (ATG since 1990) 2050 (+1C) 2100 (+2%C) 2050 (+2°C) 2100 (+4C)

Low 15 35 20 40

High 25 6o 35 85

GUIDANCE

9 Guidance for use

Deliberately, the KNMI'06 climate scenarios are not associated with a certain probability of
occurring, and no ‘most likely’ scenario is identified. The scenarios are designed to serve a
diverse user community, and a wide range of applications. This section gives some guidance
on how to use and interpret the scenarios for these various applications.

9.1 Impact-studies and adaptation- and mitigation-studies

The KNMI'o6 scenarios are designed in such a way that for most quantities of interest they
enclose the major fraction of the spread of GCM projections with four "angular points"
(points at +1°C and +2°C on lines in Figure 4-3). By comparing the effects of the four
scenarios it will be possible to determine a wide range of impacts and robustness of various
adaptation measures.
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For explorative studies it can be sufficient to use just a selection of the KNMI'o6 scenarios
(e.g. the warmest, wettest and/or driest scenario). With this selection it can be determined if
climate change has a significant impact on a sector, or if a certain measure may have the
desired effect, and, consequently, if further research is needed.

In specific situations the information in the four KNMI'0o6 scenarios may not be sufficient.
For example, for the Dutch coastal defence changes in extreme wind speeds from the North-
West are highly relevant, because they may cause storm surges that increase the risk of
floods. By law it is determined that the dikes and dunes should be sufficiently high to protect
against events that can occur once every 10.000 years. Information on such wind extremes
is not provided standard in the climate scenarios. In such cases potential users can contact
KNMI to explore the possibilities to deliver tailored climate information or tailored climate
scenarios.

The results of the types of studies mentioned above can play a role in the development of
policy and strategies. In this phase often one or more climate scenarios are chosen to
evaluate adaptation and/or mitigation measures. Climate change is one factor determining
the optimal choice, together with economic, planning and societal factors.

9.2 Likelihood and relevance

In various consultation meetings scenario users express the desire for an expert judgment on
the likelihood of the various scenarios. Yet, quantitative judgment is not provided, although
they are all considered to be likely enough to be explored for policy making and impact
assessment purposes.

Probability density functions for future global temperature, based on ensemble GCM
simulations, are gaining increasing attention in the literature (e.g., Murphy et al., 2004; Stott
et al., 2005), but the local West-European implication of global temperature change is
inherently noisy due to the large uncertainties in atmospheric circulation response. It will
take time to increase the credibility of the models and probabilistic tools before such
procedures will be mature enough for practical planning purposes.

The most likely climate scenario is not always the most relevant scenario for users. Some
users are mainly interested in extreme situations, which are less likely but may be more
relevant. Also, the hypothetical probability distribution of potential future climate conditions
does not show a clear maximum, and this per definition implies that a wide range of future
climate conditions are equally likely.

9.3 IPCC and MNP story lines and KNMI'o6 climate scenarios

The Third Assessment Report (TAR) of the Intergovernmental Panel on Climate Change
(IPCC) was accompanied by a Special Report on Emission Scenarios (SRES), where
storylines of economic, social and technical development are translated into emissions of
greenhouse gases. The story lines are separated into families, as outlined in Figure 9-1.

The Netherlands Environmental Planning Agency (MNP) uses similar driving forces and
names for their story lines and related emission scenarios. However, the 4 story lines (A1,
A2, B1, and B2) are translated to the Dutch situation. In B1 the effect of global climate policy
is included explicitly.
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Figure 9-1: IPCC story lines (or socio-economic scenarios) for the future (left) and matching CO,
emission scenario families (right) (Source: IPCC, 2001).

The KNMTI'06 climate scenarios are not based on these storylines. The ranges of global
temperature increase per storyline overlap considerably in the period until the middle of the
21% century (see Table 9-1). Therefore, climate scenarios based on these storylines do not
show large differences. Most of the uncertainty about global temperature rise until 2050 is
dominated by a lack of knowledge of the climate system, expressed by a wide range in GCM
simulations with a common emission scenario. Uncertainty about emissions of greenhouse
gases plays a smaller role, and starts to yield significant divergence only after 2050.

Table 9-1 Band width of projected global temperature rise ( °C) calculated using the 7 models used
for IPCC TAR (figures 9.14 and 9.15).

SRES Range*** Range for Estimated range Relevant ** Relevant **

Scenario for 2030 2100 for 2050%* scenario's for scenario's for
2050 2100

A2 0.54-0.92 2.75-4.75 1.2-2.0 W, W+ W, W+

B 0.57-0.96 1.4-2.6 0.8-1.4 G, G+ G, G+

B2 0.69-1.12 1.9-3.4 1.0-1.8 G, G+ G, G+

A1Fl 0.63-1.03 3.25-5.6 1.4-2.3

A1B 0.64-1.04 2.1-3.8 1.1-1.8 W, W+ W, W+,G, G+

A1T 0.78-1.24 1.8-3.3 1.1-1.8

* Based on linear interpolation between values for 20 30 and 2100.
“* "Relevant" means that the KNMI'oG6 scenarios are within the bandwidth of the emission scenario in TAR.

A link between the storylines and the KNMI’o6 climate scenarios may however be given. If

the global temperature rise used in a given KNMI'o6 climate scenario is within the
temperature range associated with a story line (see Table 9-1), the KNMI'06 climate scenario
is considered relevant for this storyline. The band widths in Table 9-1 were determined with
the help of data from the Third Assessment Report of IPCC (2001).
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9.4 Dealing with uncertainty

"The true purpose of scenarios is to illuminate uncertainty, as they help in determining the
possible ramifications of an issue (in this case, climate change) along one or more plausible
(but indeterminate) paths" (Fisher, 1990).

By using the results of a large number of global and regional climate models the existing
uncertainty about the climate system and the effects of various emission scenarios was, as
much as possible, quantified. The uncertainty in the estimated change of the climate
variables can be qualitatively assessed from
e the consistence between different models (both global and regional): a strong
consensus about the sign of a change is more certain than large differences between
model projections;
e the level of understanding of the underlying processes: if it can be well explained why
changes occur, the uncertainty is reduced; and
o the signature of the change in observations: if the changes can be clearly
distinguished from natural variability, the change is more certain to occur under the
climate scenario assumptions.

In general, projected changes have an increasing uncertainty when following the series of
variables from temperature via sea level rise, precipitation and wind. Wintertime
precipitation is more certain than changes of precipitation in summer. The mean changes
are more certain than changes in the extremes. This chain is partly dictated by the complexity
of the underlying physical processes.

9.5 Reference year and reference period

Often a period of 30 years is used to describe a climate in order to include most of the
natural variation. As reference for the KNMI'o6 scenarios the climate in 1990 is used, which
is described with observations from 1976 — 2005. This period is called the reference period
or baseline period. The climate scenarios present the possible climate change between 1990
(or 1976 — 20035) and 2050 (or 2036 — 2065) or 2100 (or 2086 — 2115). When a
different reference period is chosen, the climate change signals should be corrected for the
difference with the reference period used for the KNMI'06 scenarios.

1990 G G+ W W+

53
41 44
28 36

Maastricht /3
i 1990 G G+ W W+

Figure 9-2: Map with observed number of summer days per year (maximum temperature > 2 5 °C)
for the period 1971 — 2000 (= reference), and for four places in the Netherlands according to the
climate scenarios for 20 50.
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9.6 Spatial variability

The KNMTI'06 scenarios present the possible climate change for the Netherlands as a whole.
No distinction in regions with varying climate change is made. The Netherlands comprise a
relatively small area. On the basis of the results of the GCMs and RCMs it is not justified to
subdivide the Netherlands into regions with different climate change.

However, observations do show some trends within the Netherlands, e.g. higher summer
temperatures inland. By combining these observations with the general KNMI'o6 climate
scenarios, maps for possible future climates can be made with spatial differentiation within
the Netherlands (see example in Figure 9-2). However, users always should keep in mind
that the KNMI'o6 scenarios do not provide spatial differentiation in climate change within
the Netherlands.

9.7 Interannual variability

The KNMTI'06 climate scenarios present climatological mean values of a range of climate
variables. The scenario value quantifies the change of the 30 year mean around 2050
relative to 199o. Since the scenarios are deduced from GCM calculations in which both
natural variability and an anthropogenic forcing is included, the scenario values are
considered to express both sources of variability on climatological (30 year) time scales.
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Figure 9-3: Time series of observed precipitation (mm/ 3 months; top) and temperature ( °C;
bottom) in DJF (left) and JJA (right), and the scenarios in coloured dashed lines. The background
shading represents the interannual variability derived from the observations over the entire 20"
century. See text for further details.

The 30-year means do not allow an interpretation of the typical interannual variability or
changes therein: this interannual variability is averaged out in the 30-year climatological time
frames. However, for various climate variables the seasonal mean changes foreseen in the
scenarios is considerably smaller than the typical interannual variability seen in the
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observational record during the 20™ century. An illustration of this is given in Figure 9-3 and
Figure 9-4, where time series of observed seasonal mean precipitation, temperature and
wind speed are shown in combination with the scenario values. To put the mean scenario
changes in the context of the interannual variability, quantile values of the climate variables
have been added in shaded colours as well in both figures. The quantiles have been
calculated from the observed time series in the entire observational period (1901 — 2005 for
temperature and precipitation, 1955 — 2005 for wind). For the observational period, these
mean quantiles are plotted relative to the 30 yr running mean. For the scenarios the same
quantile values have been used: no changes in interannual variability have been included
quantitatively. The quantiles are plotted relative to the highest scenario for quantiles higher
than the median, and relative tot the lowest scenario for the lower quantiles. This artificially
enhances the shading area representative for the quantile range around the median.

For temperature the 20 50 scenario values seem to be significant compared to the observed
interannual variability. For precipitation and wind the 2050 scenario values are relatively
close to the 1990 reference value, and natural variability at interannual time scales alone
may already give rise to these values. It must be kept in mind, however, that the scenario
values are calculated from an ensemble of GCM output, by effectively averaging the response
from the suite of GCMs. Within a single GCM, the ration between the anthropogenic climate
change signal and the interannual variability may be stronger than implied by Figure 9-3 and
Figure 9-4, but this has not been analysed in detail.

17
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11

Wind speed [m/s]

7 1 1 1
1900 1950 2000 2050 2100

Figure 9-4: Time series of observed yearly maximum daily mean wind speed (m/s) in De Bilt, plus
the scenario values for 20 50 in colour coding as in Figure 9-3. The background shading represents
the interannual variability derived from the observations over the entire 20™ century. See text for
further details.

While the figures are produced with a constant value of the interannual variability
throughout the scenario time period, analysis of GCM output shows that the interannual
variability of seasonally mean temperature may change (Figure 9-5). Wintertime temperature
variability is seen to decrease in GCM runs with a strong increase of the zonal wind:
extremely cold seasons are less frequent for relatively strong westerly wind conditions. In
summer circulation change (more easterly flow) enhances the likelihood of soil drying,
thereby increasing the temperature variability (Schir et al., 2004). When circulation change
is small, the effects are still seen but less pronounced.

The change in interannual variability can also be deduced from changes in the slopes of the
seasonally mean temperature versus mean zonal geostrophic forcing (cf. Figure 4-7).
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Assuming no change in the interannual variability of seasonally mean U,,, a steeper slope is
associated with a stronger interannual variability. Analysis of the PRUDENCE results
(indicative for the W+ scenario) indicate an increase of standard deviation of seasonally mean
summer time temperature of approximately 10%/°C global temperature rise, whereas
standard deviation of wintertime mean temperature decreases by 7%/°C.

For precipitation the signals are less clear. Models giving a circulation change do indicate an
increase in wintertime interannual variability (see also Van Ulden and Van Oldenborgh,
2000), which is somewhat expected considering the similarity between the changes of mean
and extreme precipitation (Table 4-6). For summertime the variations of the standard
deviation as shown in Figure 9-5 indicate an erratic and non-systematic behaviour.

Variability in Temperature DJF

ma
.

T 2

2 T
al 2.5% ,
o 1.8f 97.5% —— | , Laf
= L 4
4 1.6 - i 1.6
1.4 1 1.4Ff 1
K 1-5 r 1 8 12} E
b asf 1 & tr ]
S 6.6| { & e} -
og R SR 0.6 . . . ‘ . .
19688 1928 1948 1968 1968 2088 2026 26040 2060 26088 2108 1856 1968 1950 2000 2050 2188 2150 22080
Variability in Temperature JJA
Tar " y — 1.3 T .
sz} 1 ey i
o1t {1 = tar ]
@ 1t 1 @ 1r 1
8.9 b n 4
w 0. w 0.8
2 8.8 b | L i
cl'; 8.7 1 ] :': 3'3 M
3 8.6 4 5 P i
2 8.5 q = 0.6 1
o3 R U U oo . . . . . .
19688 1928 19486 1968 19858 2000 2020 2048 2060 2088 2160 1858 1968 1958 2800 2058 21688 2158 22688
Variability in Precipitation DJF
8.9 T T T T T T T T - T 1.3 T T T T T 2 T
< erl : ] g ial ]
8.7 q il 1
“ o0 ] @ ]
- 0.9 E
= L 4 = -
° a.5 S a8 i
é 8.4 1 é 8.7 | i
= 8.3 q = 8,6 i
0.2 S o5 . . . . . .
1988 1928 1948 1960 1980 2000 2020 2048 2060 2080 2188 1858 1968 1958 2000 2858 2168 2158 2200
Variability in Precipitation JJA
1.2 T T T 8.9 T T T T T T
1.1 8,85 i
. 1 . 8.8 Bl
T 0.9 = 8,75 | ]
“ a.8 v 8,7 ]
8,63 i
y 9.7 ¥ 8.6 1
g 8.6 & 8.5 - 1
L 8.5 L a5 ]
S 8.4 2 8,45 1 b
0 8.4 - 1
8.3 0. . . . . . .
1 1850 1988 19508 2000 2058 2188 2158 2200

Figure 9-5: Examples of the change of interannual variability of wintertime and summertime
temperature and precipitation, derived from filtered time series of output for the grid point at (7 °E,
51 °N) for two models: MIROCHi (indicative for a relatively small circulation change; left) and
ECHAM (large circulation change; right). The central red line is the standard deviation of a 30yr
running mean, the green lines mark the 2.5% and 97.5% confidence limits.

A quantitative estimate of the change of the variability of seasonal means requires a thorough
understanding of all relevant processes. Effects of changes in snow cover, soil drying,
vegetation response, decadal variability of SST, and other processes have not been analysed
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systematically in the whole scenario definition chain including RCMs and observations. In
addition, the variability of atmospheric dynamics on longer timescales is not well understood.
Table 9-2 gives a qualitative assessment of the changes in interannual variability of some
climate variables, but quantitative changes are not included in the scenarios.

Table 9-2: Qualitative assessment of the expected change of interannual variability of temperature
and precipitation, for two different KNMI'06 scenarios.’— —* indicates a strong reduction of
interannual variability, “++” a strong increase, and +/—*a small change.

Variable variability change  variability change
in W scenario in W+ scenario
Temperature JJA + ++
Temperature DJF - - -
Precipitation JJA +/- +/-
Precipitation DJF + +

9.8 Example of a full annual cycle: Potential precipitation deficit

An example of the scenario implications for the potential precipitation deficit is shown in
Figure 9-6. The figure shows the median and 90% percentile value of E,, — P cumulative for
the entire year based on the historical record of the 20" century, plus the results for the W
and W+ scenarios after transformation of this historical data set using the precipitation and
potential evaporation changes in the scenarios. Note that only precipitation and potential
evaporation changes for summer, and precipitation changes for winter (DJF) and summer
(JJA) are explicitly retrieved from the scenarios. The remaining input for the other seasons is
obtained by a further (preliminary) analysis of the RCM results and a few simple
interpolations; they are specifically designed for this purpose, and they are not intended for
general use. Details are described below.
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Figure 9-6: Cumulative potential precipitation deficit (E,, — P) for The Netherlands. Shown are
seasonal cycles of the historical record (1901-2000), plus the records based on a transformation of
the observed time series following the W and W+ scenarios. Both median and 9o%-percentile values

are shown. See text for more details.

With the exception of the autumn for the G/W scenario, all values are obtained with the
rescaling technique described in Section 4 using the PRUDENCE RCM ensemble driven by
HadAM 3H boundaries (all weighted equally). Both ECHAM 4 driven runs are neglected
because relatively large changes in the geostrophic vorticity appeared to lead to problems with
the RCM downscaling technique for those runs. For the change in the circulation we used no
change in spring and change of AU,,, = -0.6 m/s in autumn (half the value in summer). The
latter is chosen because the circulation change in September in the GCMs is similar to the
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summer response (see Figure 4-4). For autumn in the W scenario this procedure leads to
rather high values of the change in potential evaporation, and low values for the precipitation
change. We suspect that the results are probably affected by the hydrological memory of the
soil: a dry JJA summer season will result in advection of dry air in the subsequent period, in
particular September. The RCM rescaling technique cannot correct for this effect, which is
not realistic in a W scenario (with on average a much wetter summer). Therefore, for autumn
we simply averaged the results of the summer and winter in the W scenario.

The results are listed in Table 9-3 and Figure 9-6. In the W scenario precipitation satisfies
3%/°C for all seasons, and thus also for the annual mean. This scaling relation of the annual
mean agrees well with the GCM results. For the W+ scenario a small decrease in annual
mean precipitation of -1% occurs, also in fair agreement with scaling behaviour in the GCM
results (see Figure 4-3).

Table 9-3: Precipitation and potential evaporation scenarios(% change) used for calculating an
annual cycle of E,,, — P. DJF and JJA are directly retrieved from the scenarios, and MAM and SON
numbers are discussed in the main text.

Variable Scenario DJF MAM JJA SON
precipitation % 7 6 6 6
precipitation W+ 14 6 -19 -6
potential evap. W o 6 7 4
potential evap W+ 0 6 15 10

From Figure 9-6 it clearly can be seen that the E,, — P evolution in the W scenario resembles
the historical record, since both P and E,, are increasing (and grossly balancing each other)
in this scenario. The extreme years are shown to have similar evolutions. For the W+
scenario, precipitation is severely reduced in summer, leading to a significant increase of the
maximum potential precipitation deficit later in the year. The historical deficit at its
maximum in August (approximately 1oo mm) is already reached in early June in an average
W+ year. Also, the precipitation deficit reached in one out of 10 years increases from 200 to

300 mm in the W+ scenario.

10 Future research

Throughout the description of the KNMI’o6 climate scenarios various hints were given for
directions of future research and methodological development of the quantitative assessment
of future climate conditions. This section provides an overview of recommendations for
further developments.

First of all, many relevant aspects of the physical mechanism of (regional) climate change are
still only poorly understood. The wide range of GCM projections for a given greenhouse gas
emission scenario (Figure 3-2) illustrates this. Three aspects are particularly relevant for
climate change scenarios for Western Europe.

The circulation response to elevated greenhouse gas concentrations is crucial but only
marginally understood. In fact, different circulation responses in different GCMs maintain
the degrees of freedom to combine increased and decreased summertime precipitation
within a single set of climate change scenarios. But also the magnitude of seasonal mean
temperature and precipitation, and the change in extreme weather events is highly linked to
changes in circulation. The role of natural variability, physical mechanisms behind shifts in
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storm tracks (Yin, 2005), and the role of changed land-sea temperature contrast urgently
need additional research.

Also a significant range of sea level scenarios is induced by poor correspondence between
GCM results and deficiencies in our knowledge on dynamics of large ice sheets, changes in
precipitation climate at high altitudes, and changes in glacier length or seasonal dynamics.
The basic observational records from which long term sea level rise from melting ice caps
and glaciers can be deduced is very short (e.g. Rignot and Kanagaratnam, 2000). A thorough
analysis of this contribution to future sea level rise for the Netherlands will be carried out in
the next few years, possibly leading to an update of the sea level scenarios in a couple of years
time.

A third group of poorly understood processes that generates strong regional climate
variability is the role of the land surface in the (regional) climate system. Summer drying and
complex feedbacks associated with snow cover can give rise to strong interactions with large
scale dynamical flow patterns, and the physical processes contain many features that are able
to generate positive feedbacks in the coupled system. For instance, actual evaporation
scenarios (in addition to potential evaporation) can only be constructed with adequate insight
in the role of the terrestrial soil water storage in present and future climate conditions. The
wide range of model results in this respect hints at a poor level of understanding of the
relevant processes (Van den Hurk et al., 20035a).

The KNMTI'06 scenarios were constructed by means of a set of scaling rules, to circumvent
the lack of available RCM runs for an optimal set of GCM projections. Had PRUDENCE
been replanned for the purpose of supporting the KNMI'o6 climate scenarios, the RCM
ensemble would have been spread more evenly over a wider range of GCMs. Also, transient
simulations covering at least the 1990 — 2050 period would have been executed. This RCM
exercise is partially planned in the context of the ongoing ENSEMBLES project (see
http://www.ensembles.org), and active involvement of the KNMI RCM team in these
developments is warranted.

But even with improved climate models or downscaling methods, deterministic climate
prediction will always remain impossible. The use of a limited set of discrete scenarios is a
useful alternative for this, but it does not help in situations where a quantitative assessment
of the likelihood of individual scenarios is urgent. Also in the context of the ENSEMBLES
project, scientific methodological research is being carried out regarding the construction of
probabilistic climate forecasts, weighing ensemble members, combining climate model
output with impact assessment applications etc.

Also the list of variables to be analysed in further detail is considerable. First, the KNMI'06
climate scenarios basically only addressed DJF and JJA seasons, whereas in many
applications scenarios must be given for the entire annual cycle. Climate change in transition
seasons has an extra level of complexity. Projected changes in these seasons are very sensitive
to complex non-linear climate processes, and processes with time scales longer than a single
season (snow albedo, sea ice dynamics, extensive continental drying). Further analysis of
these transition seasons is needed prior to constructing consistent and plausible climate
change scenarios.

Another desirable variable, mentioned before in Section 9.7, is the interannual variability.
For applications where long multiyear time series of climate variables are needed, a
superposition of background (natural) variability on annual time scale, mean change induced
by anthropogenic forcings, and day-to-day variability must be merged within a single time
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series. A systematic analysis of the projected changes of interannual variability, along the
suggestive lines listed in Table 9-2, is needed for all relevant variables.

Finally, the user consultation and information process remains an issue that deserves
additional attention. Our experience has supported the extreme importance of clarity of
presentation of the rationale, implication and limitations of the scenarios. The user group is
rather diverse, and different preferences about included variables or their presentation
remain. These even lead to different ways of presenting different groups of variables. For
instance, there is a discrepancy between the presentation of precipitation and temperature
variables (single numbers per scenario, based on a best quantitative guess of the
representative value within an uncertainty range), wind variables (where quantiles of a given
uncertainty range are listed as scenario values) and sea level (where a range of values is given
instead of single numbers). This discrepancy may easily lead to confusion and
misinterpretation if the argumentation of these choices remains unclear. The
communication between the scenario constructors and users deserves continuous attention,
and a solid scientific basis.

11 Annex: Statements in the scenario brochure — a reference guide

This chapter contains supplementary comments and references supporting the statements
that are made in the brochure “Climate in the 2 1st century: Four scenarios for the
Netherlands” (KNMI, 20006). The structure follows that of the brochure.
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Figure 11-1: Projections of global temperature, calculated with a simplified climate model
calibrated to a range of state of the art GCMs. Colored lines show the temperature evolution for six
representative SRES scenarios, averaged over seven GCMs. The error bands on the right show the
spread of the GCMs for each emission scenario. The grey area shows the spread of all temperature
projections (IPCC TAR, 2001).

11.1 Introduction

Climate models differ considerably in their calculation of global temperature rise. This is caused by
uncertainty regarding future emissions of greenhouse gasses and our limited understanding of the
complex processes in the climate system. Besides, there are fundamental limits to the predictability of
complex systems, such as the climate system.

Differences between global temperature projections by GCMs driven by various SRES
emission scenarios indicate that the model spread up to 2050 is larger than the spread in
mean model output for given emission scenarios (Figure 1 1-1). This implies that model
uncertainty is larger than uncertainty due to unknown future greenhouse gas emissions.
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After 2050 differences in emissions start to become distinguishable in the temperature
projections.

Temperature in the Netherlands will continue to rise. Mild winters and hot summers will become
more common.

All scenarios for the Netherlands are based on AR4 GCMs, of which none projects a decrease
of the mean temperature for Western Europe for the coming 50 years (see Section 4). These
increases obviously do not include unforeseen events, such as a complete shutdown of the
THC (see Section 77), which may cause a reduction of mean temperature. Also, the projected
changes do not imply that cold years or even longer cold periods will not occur: natural
variability at seasonal to decadal time scales may induce low temperature periods as well.
However, averaged over the 3o0-year period for which the scenarios are representative, the
statistical likelihood of an episodic reduction of temperature is smaller than the likelihood of
a temperature increase.

On average winters will become wetter and extreme precipitation amounts will increase.

In all scenarios the precipitation amount in winter increases (see Table 8-1). In the G+ and
W+ scenarios this is partly due to an increase in the wet day frequency. The main effect is
however the thermodynamic increase of precipitation with increasing temperature (see
Section 4). Observations from synoptic stations in The Netherlands, which were the basis of
the WB21 scenarios (Section 2), show a clear relationship between temperature and shower
intensity (Figure 2-1).

The intensity of extreme rain showers in summer will increase. However, the number of rainy days
in summer will decrease.

In all scenarios the wet day frequency decreases in summer (see Table 8-1). The increase is
most pronounced in the scenarios with changing atmospheric circulation. This leads to more
dry weather types. The increase of precipitation intensity within showers is the result of the
RCM analysis (see Section 4), and is understood as a thermodynamic effect of temperature
increase on the growth of convective showers and the horizontal advection of moisture
through the atmosphere.

The calculated change in wind is small compared to the natural fluctuations.

Changes in wind speed and storm activity are directly derived from the GCM analysis (see
Section 6). An indication of observed trends and natural fluctuations follows from the
analysis of observed wind speed records in the Netherlands (Smits et al., 20075).

The sea level will continue to rise, however at a lower rate than predicted earlier.

For sea level rise, the IPCC AR4 GCMs are analyzed both worldwide and for the North
Atlantic sector. From these analyses the thermosteric component of sea level rise has been
estimated (see Section 7.4). The other major components of sea level rise (melting of glaciers
and the Greenland and Antarctic ice sheet) have been estimated from the literature,
including IPCC TAR (2001). The scenarios do not account for unexpected sea level rise due
to sudden melting of large portions of Antarctic Ice or Greenland glaciers. It is argued that
the model predictions for such catastrophic events are very uncertain and observational
support is absent (see Section 7).

11.2 Temperature

Since 1900 the global mean temperature has increased on average by 0.8°C. In the past 30 years
this warming was mainly anthropogenic.
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The global temperature increase has been derived from the updated global temperature
series by CRU/UKMO (available at c1imexp.knmi .nl), which is also used in IPCC
assessment reports. The statement on the anthropogenic influence on temperature rise in
the past 30 years is based on model studies of global temperature rise (see IPCC TAR,
2001).

‘ Temperature rise was largest above the continents in the Northern Hemisphere.

Gridded datasets of temperature observations at meteorological stations clearly show that
largest warming in the 2oth century occurred over the continents in the Northern
Hemisphere (Jones and Moberg, 2003).

In the Netherlands the temperature has risen, on average, by 1.6°C since 1900. During the past
20 years, the months February and March have seen the largest increases in temperature. Apart
from global warming, this was also due to an increase of the number of days with south-westerly
winds.

The value of 1.6°C is derived from fitting a linear regression line to the observed annual
temperature series of station De Bilt between 1901 and 20035. This station has been
regarded as representative station for temperature in the Netherlands in earlier KNMI
publications (KNMI, 2003). The effect of changes in wind direction on temperature rise in
De Bilt has been studied by Van Oldenborgh and Van Ulden (2003). For this report they
extended the analysis period, up until February 2006.

In Europe the average temperature will probably increase slightly faster than the world average. In
the Scandinavian countries especially winter temperatures will increase more rapidly than the global
average, and in Southern Europe summer temperatures will increase more rapidly.

The global and regional temperature projections are based on our analysis of AR4 GCM
simulations (see Section 4).

Most climate models simulate a relatively slow temperature increase over the Atlantic Ocean.

This is based on our analysis of AR4 GCM simulations. A hint of the slower warming over
the North Atlantic ocean is seen in Figure 4-1, where warming patterns are shown for five
representative GCMs. The Atlantic Ocean is not shown fully on these graphs, but the hint for
the slower temperature increase is clearly displayed. See also Van Ulden and Van
Oldenborgh (20006).

The observed temperature rise between 1990 and 200 5 is comparatively high: on average 0.7°C
for winter and 0.8°C for summer. This does not mean necessarily that the scenarios for 20 50 are
too conservative.

The +1°C climate scenarios G and G+ result in temperature increases in the Netherlands in
2050 that are not far above the observed increases between 1990 and 2005. The +1°C
scenarios are based on the low end of the range of AR4 GCM projections. Indeed, the results
shown in Figure 3-2 and Figure 3-3 seem to indicate that +1°C is too low, but its choice is
also motivated by the desire to use round numbers, to maintain correspondence with the
older WB21 scenarios, and to discriminate between the two temperature values (+1°C and
+2°C). The observed temperature trend since 199o is an indication that presently
temperature is rising faster than foreseen in the +1°C scenarios. However, the origin of this
rapid increase is not necessarily human and can be partly the result of natural variability.
Both in the reference year (1990) and in the scenario target year (2050) the high-frequency
(annual time scale) contribution of natural variability is concealed in the use of a
climatological mean in a reference period of 30 yrs instead of using the temperature in a
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single year (1990). Since natural fluctuations will continue in the future, it is possible that in

the coming decades we will temporarily experience a period with relatively colder weather.

I1.3 Precipitation

Precipitation in the temperate regions in the Northern Hemisphere has increased, on average by 5 to
10% during the 20" century. This is partly due to an increase of the strength of the westerly
circulation.

Station observations show much more spatial variability in precipitation trends than
temperature trends. The trends shown in Figure 1 1-2 are based on data from the ECA data
set (Klein Tank et al., 2002). However, averaged over large regions of the northern
hemisphere an increase in precipitation is observed in the order of 5-10% over the 20™
century (New et al., 2000). Averaged over Europe, precipitation has also increased since
1946 (Klein Tank and Kénnen, 2003). Part of the increase is related to the observed
increase in the North Atlantic Oscillation index in winter (Thompson et al., 2000).
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Figure 11-2: Trends in number of days per year with at least 20 mm precipitation, measured at
European weather stations between 1946 and 200 4. Source: eca.knmi.nl.

For Europe as a whole, the intensity of extreme precipitation has increased in the past 50 years.

Station trends in extreme precipitation show spatial variability with both increases and
decreases scattered over Europe (Klein Tank and Kénnen, 2003). Averaged over Europe,
most indices of extreme precipitation have increased since 1946. In particular, the
contribution of extreme precipitation to the precipitation totals has increased. This behaviour
is also observed in many other midlatitude regions of the world (Alexander et al., 2000).

In the Netherlands, the annual precipitation amount increased by 20% since 190o0.

Observed precipitation trends in the Netherlands are based on an analysis of 1 3 stations
equally spread over the Netherlands. The same set of stations has also been used in earlier
KNMI publications to describe precipitation change in the Netherlands (KNMI, 2003).

Climate models calculate an increase in total annual precipitation for the temperate regions and a
decrease in the subtropics. For Southern Europe nearly all climate models calculate a decrease in
summer precipitation and an increased chance for drought. For Northern Europe the change in
precipitation is less consistent. For Europe as a whole, an increased chance of prolonged heavy
precipitation and short intense showers is calculated

The regional temperature projections are based on our analysis of AR4 GCM simulations
(see Section 4). Both in summer and winter, the GCMs project a clear north-south gradient
in the precipitation change signal across Europe as seen in Figure 4-2.
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11.4 Wind and storms

In previous decades, above the Northern part of the Atlantic Ocean the western circulation has
become stronger and more northerly than it was before.

This is illustrated for example by Yin (2005).

Measurements at KNMI-stations in the Netherlands show that the total number of “storms” (=7
Bft along the coast, or =6 Bft inland) has decreased since 196 2.

This is published by Smits et al. (20075), and discussed in chapter 6.1 (see for instance
Figure 6-2).

Climate models project on average a slight decrease in the number of storms in the Northern
Hemisphere. However, locally the number of storms may increase.

This finding is published by Lambert and Fyfe (20006), and further illustrated in Figure 6-5.

Climate models indicate that the strength of the heaviest storms could increase, but these indications
are highly uncertain.

This is also based on indications by Lambert and Fyfe (2006) and supported by our analysis
of AR4 GCMs as illustrated by the GEV plots in Figure 6-4. Further support is provided by
Leckebusch et al. (2006).

The model calculations used for the four scenarios hardly show any changes in the number of storms
coming from north-west directions, relevant for surges near the Dutch coast.

This is demonstrated by the analyses of AR4 GCMs shown in Section 6.3 (see for instance
Figure 6-10).

11.5 Sea level rise

According to measurements in coastal areas and with sea-based buoys, the sea level rose by 1 to 2
mm per year since 1900. Especially between 19 30 and 1960 and in the past decade the increase
was relatively large. Satellite measurements since 199 3 show a global average sea level rise of
approximately 3 mm per year, with strong local variations between -20 up to + 20 mm per year.

Observed change in sea level based on buoys and satellite observations is discussed in
Church and White (2006) and Leuliette et al. (2004). See also Section 7.

During the 20" century subsidence in the Netherlands varied on average between o and 4 mm per
year, depending on the exact location.

A source for the observed subsidence in the Netherlands is for instance
www.geofoon.nl/Bodemdaling.html (in Dutch).

| After 20 50 global temperature rise plays a stronger role in the sea level rise.

The insensitivity of sea level rise on global temperature rise up to 2050 is illustrated in
Figure 7-2, and discussed in Section 7.4.

If also large scale melting of the large ice caps takes place, a sea level rise of few meters within a few
centuries can be expected.

See for instance Otto-Bliesner et al. (20006). From this and other publications, it becomes
clear that the likelihood of such catastrophic events to occur in the time frame of the present
scenarios (2050 and 2100) is very low. Neither climate models nor recent observations do
provide support for this. As explained in Section 7.6, the uncertainty in the melting rate of
Greenland and Antarctica is considerable. Around 2100, a contribution to sea-level rise of 5
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mm/yr from Greenland and Antarctica cannot be excluded. After 2100, this contribution
might increase even more for some time, but the contribution from thermal expansion will
level off and decrease, and we estimate sea-level rise in 2300 to be in the range between 1
and 2.5 m (Section 7.9). This range excludes the possibility of catastrophic events with an
extremely low probability such as the collapse of the West-Antarctic ice sheet.

The absolute sea level rise in the new KNMI climate scenarios is almost the same as the sea level rise
compared to NAP.

Absolute sea level rise is identical to sea level rise relative to NAP, apart from slight changes
in the NAP-marks over time.

11.6 Examples of applications

The expected increase in winter precipitation will be accompanied by increased peak discharges

Relationships between precipitation and river discharge of Meuse and Rhine are studied for
high flow conditions in winter among others by Booij et al. (20075) and for low flow
conditions in summer by De Wit et al. (2000).

More precipitation in the Alps will occur in the form of rain rather than snow. This increases the
Rhine discharge in winter.

See for instance Beniston et al. (2003) and Keller and Goyette (20075).

Summertime river discharge will decrease.

Summertime river flow is dependent on the precipitation, the discharge from deeper soil
water reservoirs, and the actual evaporation. The actual evaporation does not have the same
signature as the potential evaporation: in particular later in the summer season potential
evaporation can still be high while actual evaporation is reduced by limited soil water
availability. However, in particular for the changes in E,, and P in the scenario W+ (Table
8-1) it can be expected that evaporation early in the season will reduce the soil water content
that otherwise would have discharged into the river.

The maximum potential energy production of the wind turbines has decreased.

Analysis of station records by Smits et al. (2005) showed a downward trend in wind in the
Netherlands for events which occur several times every week up to events that occur only
once a year. The reduction in averaged wind speed in recent decades is illustrated in Figure
6-1. This figure also shows that average wind speed in the sixties and seventies increased.
Since wind energy yield is a non-linear function of wind speed, and wind turbine efficiency
changes over time the observed wind speed changes do not straightforwardly translate to
changes in energy production.

Energy consumption for heating is positively correlated with the number of degree days. The number
of degree days decreases in each scenario.

See for the relation between heat consumption and degree days Bessembinder (20035). The
number of degree days according to the G+ and W+ scenarios is calculated using the
perturbed time series for De Bilt, as outlined in Section 4. Figure 1 1-3 shows the observed
and projected number of degree days.

The scenarios do not give reason to believe that wind energy production will remain lower in the

future.

The wind scenarios (Table 8-1) show small changes of the daily mean wind with a one year
return probability. Given the small change and the large natural fluctuations in the
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observations, future wind energy yield will be more dependent on the natural fluctuations
than on the climate change scenarios. The short time series of observations of these
fluctuations does not support a continuous downward trend of wind energy gain.
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Figure 1 1-3: Number of heating degree days (cumulative temperature on days below a threshold)

below 17 °C in De Bilt. Shown are the observations and the evolution according to the four
KNMTI’06 scenarios. The shading indicates the interannual variability as seen in the observations.

Periods with summer smog coincide with heat waves. Winter smog is less pronounced with westerly
circulations.

An analysis of summer smog is given by RIVM (2004). Ozone-related summer smog
conditions are discussed by Vautard et al. (2004). Winter smog especially occurs during
conditions with high pressure systems above central Europe, advecting polluted air from
eastern areas. A reference is Rombout et al. (1999).

In all four scenarios the expected number of “Eleven cities tours” decreases. ‘

The decrease in mean winter temperature in the scenarios indicates that the chance of long
periods with frost decrease. According to Brandsma (2001) this implies a decrease in the
number of Eleven cities skating tours.

11.7 Justification

The band width in global temperature rise by 2100 (+1°C up to +6°C compared to 1990) of
recent GCM simulations is only slightly broader than the band width presented in the third report of
the Intergovernmental Panel on Climate Change (IPCC, 2001;+1.4°Cupto+5.8°C).

The band width of global temperature rise shown in Figure 3-2 contains only a portion of the
total ensemble of GCM simulations produced for AR4. Taking into account other
uncertainties than those parameterized by the 4AR coupled climate models, the band extends
from +1°C up to +6°C compared to 1990. The motivation for this (slight) extension of the
band width comes from studies being referred to in the (upcoming) AR4 report, for instance
Knutti et al. (20006) and Annan et al. (2005).

The increase of +4°C in 2100 is close to the value that the European Environment Agency expects
in case of unchanged climate policy.

The reference for this EEA result is EEA (20035).

The simulation of the frequency distribution of daily precipitation averaged over the Rhine
catchment area by RACMO2 resembles the observations well.

This is demonstrated by Figure 11-4 and explained further in the figure caption.
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Figure 11-4: Comparison between simulated (blue) and measured (black) precipitation on summer
days in the Rhine river basin. For the simulations the KNMI regional climate model RACMO2 was
used. The figure shows the relation between the precipitation amount and a certain return period.
The precipitation amount for a return period of 100 indicates that once every 100 days this
amount is exceeded. Model calculations for 196 1-199o0 exhibit a good match with the
observations. Therefore, the simulations for the future (red) are also considered rather reliable. The
simulations for 207 1-2 100 show a slight decrease in low precipitation amounts, and a strong
increase in larger precipitation amounts. Other climate models project the same trends. This
information is the basis for the increase of the extreme precipitation in summer in all scenarios.

Most of the used GCM's (selected on the basis of a good representation of the present climate air
pressure patterns above Europe), show either hardly any change in air circulation in summer and
winter, or a clear change in both seasons.

This is based on our analysis of AR4 GCMs. In this case only 5 GCMs could be analysed (see
Section 4 and in particular Figure 4-4). It is, however, possible to construct scenarios in
which strong circulation change in one season is combined with weak or no circulation
change in the other. This is the reason of grouping winter and summer changes together in
Table 8-1, and avoiding changes over the whole year to be presented in the scenarios.

The simulation of abrupt climate change, for example as a result of a complete collapse of the “warm
gulf stream” or the unexpectedly fast melting of large ice caps in Greenland and West Antarctica is
relatively poor in climate models.

GCMs do not model the ice-sheets explicitly. For instance, Overpeck et al. (2006) use
indirect evidence for melting of the West Antarctic ice sheet in the Eemien based on
simulated warming of the Southern Oceans. Otto-Bliesner et al. (2006) use GCM output to
run an ice sheet model off-line. The thermohaline circulation (“gulf stream” for laymen) and
the oceanic western boundary currents are poorly simulated in GCMs due to low resolution.
None of the models show a collapse of the THC under global warming. To come to a
collapsed state unrealistic large (sub) arctic fresh water fluxes need to be prescribed in
models (e.g. Stouffer et al., 2000).

The G and G+ scenarios are more in agreement with the MNP B1 and B2 scenarios, and the W
and W+ scenarios with the MNP A1 and A2 scenarios.

This is explained in the ‘Guidance for use’ section and Table 9-1.
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