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Introduction to chemical data assimilation

Without data assimilation techniques advanced weather forecasting as we know it today
would be unthinkable. Data assimilation analyses observations of different origin, taken
at different places and times, of several quantities such as temperature, pressure and
wind, and combines all the information into a quality-controlled unified description of
the dynamics of the atmosphere.

In the field of atmospheric chemistry the use of data assimilation is new. To our opinion
this is surprising, since the well-established benefits of data assimilation apply equally
well to this field. The technique transforms a host of observations into a global synop-
tic description of the chemical atmosphere in a way consistent with our knowledge of
the chemical reactions, the atmospheric dynamics and radiation balance. Through these
equations, defining an atmospheric model, the assimilation of a selection of observed
chemicals will lead to an improved understanding of unobserved species that react with
the observed ones. Treating chemical species as completely independent ignores the bal-
ance between the chemical constituents and the sensitivity to temperature and sunlight,
i.e. the diurnal cycle. Data assimilation does not impose such constraints and makes full
use of the often indirect information stored in the observations.

Ozone is a key species of the atmosphere. Record low global ozone levels have been
observed in the last few years with downward trends over much of the globe. Data as-
similation can provide a valuable consistent ozone data set and helps to determine the
relative roles of chemistry and atmospheric dynamics in the observed changes in ozone.
The aim of the European Union Satellite Ozone Data Assimilation (SODA) project is to
develop the technique of data assimilation to generate a data base of ozone, consistent
with the dynamiics of the atmosphere. Such data bases are of considerable value for the
documentation of the climatology of ozone, as a priori data for the interpretation of the
chemical data from research satellites, and for the development of policy. Chemical ob-
servations from several dedicated space-borne instruments such as the ENVISAT satellite
and the Earth Observation System (EOS) will become available in the near future. An
ozone data assimilation procedure provides a wealth of statistics on the quality of the
ozone observations. This allows to identify problems with the instruments and data algo-
rithms, and help set the user requirements for future satellite instruments. A high quality
ozone forecast will also serve as a basis for reliable ultraviolet (UV) sunlight forecasts, an
important issue for human health protection.



Numerical weather prediction models will also benefit from the assimilation of ozone. A
detailed knowledge of the space and time dependence of the ozone density improves the
description of radiation in the models. In turn, this results in a more accurate assimilation
of top-of-the-atmosphere radiances from satellite observations, and, by consequence, in
more reliable temperature and humidity information. The variations in ozone are mainly
a result of the dynamics of the atmosphere. As a consequence the assimilation of accurate
ozone observations using 4D-Var will lead to adjustments of the wind field in the lower
stratosphere in particular. This indirect impact of ozone observations may prove to be
relevant for the description of the higher atmospheric dynamics in general-circulation
models.

The aim of this workshop was to highlight present-day developments in the field of chem-
ical data assimilation. This includes the retrieval of satellite observations, chemical and
dynamical aspects of the atmosphere, and the analysis of ozone and other trace gases in
numerical weather prediction models and chemistry-transport models.

Workshop summary and recommendations

'The workshop reviewed several aspects of chemical data assimilation, and the program
was divided in five sessions: the observation system for atmospheric composition measure-
ments, atmospheric chemistry and its parameterisation, the ozone structure generated by
the atmosphere’s dynamics, ozone data assimilation, and advanced chemical data assim-
ilation systems. The summary and outlook below are following these themes.

Observations

A multitude of observations on atmospheric composition is being made available to the
research community. It takes a large effort to analyse these measurements in a consistent
way. A consistent analysis is however necessary in order to better understand the atmo-
spheric dynamical and chemical processes underlying these data. Data assimilation is the
appropriate tool to integrate heterogeneous measurements into a consistent atmospheric
state. The atmospheric model state, constrained by realistic dynamical and chemical
equations, was shown to be a good reference to detect problems in the interpretation of
the observations. On the other hand, atmospheric composition measurements provide
feedback on the adequacy of these model equations. It is important that the measured
properties are simulated as closely as possible in data assimilation. Spectral and spatial
representations (effective averaging kernels) of the measurements are needed, rather than
level 2 products with implicit or explicit assumptions on atmospheric properties (e.g.
cloud).



Spectrally resolved observations, such as from the GOME instrument, usually have a
time-consuming processing. This has detrimental effects on the usability of the full data
set for a wide range of applications, certainly when errors in the processing arise and a
reprocessing has to be considered. At the workshop some promising attempts for a faster
processing of such data were presented. Obviously, processing speed is compromised with
retrieval accuracy.

Dynamics

At the workshop several presentations discussed atmospheric dynamics in relation to
ozone transport. High horizontal and vertical resolution, extending well into the strato-
sphere, is necessary for a detailed description of ozone structures. Atmospheric dynamics
determine the spatial structure in ozone to a very high degree. Ozone structures generated
by the models are filamentary and essentially anisotropic and seem realistic. Deficiencies
that were found in the modelled ozone structure can be due to problems in the model
advection or the chemistry parameterisation. Comparison to ozone measurements will be
needed to further investigate the exact cause.

Chemistry

In this session the chemical equations and parameterisations thereof were discussed. A
parameterisation of ozone sources and sinks is needed for global circulation models to
guarantee a reasonable ozone distribution on the longer term. The Cariolle scheme pre-
vents ozone drifts, but turns out to be model dependent. Validation by observations has
shown that the tuning of the parameterisation needs further development. In particular,
the interaction of the fast relaxation times, the model temperature and the specific ozone
climatology in the upper stratosphere needs attention. A next step is to include hetero-
geneous chemistry in the models. More elaborate chemical equations have been validated
for campaign periods and turn out to be consistent with observations.

Ozone data assimilation

Several centres reported on their efforts to assimilate ozone in global circulation models.
Studies on measured and background ozone error covariances indicate that model back-
ground ozone values are generally of good quality. As a result, ozone measurements have
a modest impact on the ozone analysis, while assimilated ozone fields provide a good
analysis of the 3D ozone distribution. Experimentation has started with heuristically-
defined anisotropic structure functions. Given the filamentary nature of the ozone fields,
more effort in this direction may be rewarding. Data assimilation results in the correction
of some systematic model deficiencies. However, systematic errors in the modelled ozone
structure are an obstacle for the effective extraction of dynamical information from ozone



measurements. As such, it remains a challenge to extract relevant dynamical information
from ozone measurements.

Chemical data assimilation

Chemical data assimilation can be of great complexity due to the degrees of freedom
provided in the chemical reaction equations. Ways to constrain these degrees of freedom
were reported during the workshop. Tropospheric data assimilation was described on
a limited area, and several data assimilation methodologies were discussed. Insufficient
measurements are available to analyse the full heterogeneous chemistry on a global scale.
However, chemical parameterisations may be extended to better resolve the interaction
of chemistry and dynamics. In other cases, the degrees of freedom in the chemical-
dynamical equations may become smaller than the number of constituent variables. Then
composition measurements may reveal problems in the chemical equations or transport,
offering a way to improve the models. Moreover, measurements could be calibrated in
this way.

To conclude, the papers in this proceedings show that the assimilation of chemical obser-
vations is a rapidly growing field of research. We anticipate that chemical data assimila-
tion will play a key role in the analysis of chemical information from satellite instruments
in the coming years.

We would like to thank all participants for their stimulating contributions to a successful
workshop.

Ad Stoffelen, Henk Eskes and Hennie Kelder
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THE CHEMICAL MEASUREMENTS ON ENVISAT
C.J. Readings and J. Langen

The Earth Sciences Division,
ESTEC, Noordwijk,
The Netherlands
Phone: +31 71 565 5673, Fax: +31 71 565 5675, e-mail: creading@estec.esa.nl

1. Introduction

ENVISAT is an advanced Earth Observing satellite, due
to be launched in the year 2000, which has been
designed to observe the atmosphere, the oceans, the land
and the cryosphere over a five year period. The package
of instruments to be flown on this satellite (see Figure 1)
will provide an almost unique opportunity for the
synergetic use of satellite data.

Three new atmospheric sounding instruments, designed
primarily for atmospheric chemistry, including the
observation of ozone, are included in the payload of
ENVISAT. These comprise:

e GOMOS - Global Ozone Monitoring by
Occultation of Stars

e MIPAS - Michelson Interferometer for Passive
Atmospheric Sounding

e SCIAMACHY - SCanning Imaging
Absorption spectrometer for AtMospheric
CHartographY

Together these instruments exploit not only the
ultraviolet and visible parts of the spectrum, but also the
near and middle infrared (Figure 2), to observe trace
gases. Figure 3 indicates some of the atmospheric
constituents that should be observed by these three
instruments.

ENVISAT will fly in a polar orbit at a mean altitude of
about 800 kms with a repeat cycle of 35 days. The local
equator crossing time in the descent mode will be ten
o'clock in the morning. Flight operations will be
controlled from ESOC, Darmstadt, Germany. As usual
Esrin, Frascatti, Italy, will provide the interface for the
users. More information will be found in Envisat
Mission: Opportunities for Science and Applications,
ESA SP-1218 and in <hitp://envisat.estec.esa.nl>; the
ENVISAT web site. A full listing of all the products
that it is planned to make available shortly after the end
of the commissioning phase will be found in Envisat
Mission: Product Summary Overview, ESA SP-1221.

The object of this paper is to outline the capabilities of
these instruments and to demonstrate the relevance of
ENVISAT to atmospheric chemistry. This reflects the
increasing concerns over the impact of human activities
on the environment as it is clear that mankind's
activities are not only causing damage to the
environment itself but that they may be associated with
long term climatic changes. These concerns are
reflected in the list of priority issues identified by the
Inter-Governmental Panel on Climate Research (IPCC)
which includes topics such as the sources, sinks and
concentrations of greenhouse gases, the Earth's radiation
balance, ecosystem dynamics and the role of aerosols.

In partial response to this the Member States of the
European Space Agency (ESA) have not only approved
the ENVISAT mission but, in addition, they have
supported the formulation of long term strategy for
Earth Observation which envisages a series of research
and/or demonstration missions called the Earth Explorer
Missions. More information on these missions,
including their research objectives, will be found in
Earth Explorers: The Science and Research Elements of
ESA's Living Planet Programme, ESA SP-1227. The
Living Planet Programme includes mission preparation
and data exploitation as well as the missions
themselves.

2. GOMOS

GOMOS is a limb viewing spectrometer operating in
the ultraviolet/visible regions of the spectrum which
tracks stars as they sink through the atmosphere. Its
main objectives are to contribute to the monitoring of
stratospheric ozone and to further understanding of the
chemistry and dynamics of the stratosphere. In addition
to ozone itself it will observe several associated trace
species (including NO, and NOj;) plus aerosols,
temperature and water vapour. In each case it will
provide concentration profiles.

A key requirement associated with its monitoring role
will be the maintenance of the accuracy of the GOMOS
observations over the five years of the ENVISAT
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mission. This must be coupled with good geographic
coverage and a vertical resolution of about 2 km. These
are an exacting set of requirements as, although
instruments like SAGE (Solar Absorption Gas
Experiment), which exploit solar occultation, can
provide observations to the requisite accuracy, their
geographic coverage is poor.

GOMOS seeks to strike a better compromise between
these two requirements by exploiting an inherently self-
calibrating technique, namely stellar occultation
(Figure 4). From its polar orbit GOMOS will observe
stars whose lines of sight are tangential to the Earth's
limb. For each individual star the spectrum observed
outside the atmosphere will be compared with the
spectrum seen through the atmosphere as the star sinks
through the horizon. The changes reflect the presence of
ozone and other trace gases.

The high accuracy will be assured by the use of the
occultation technique which has been established by
SAGE for solar occultation. The benefits of stellar
occultation as far as geographic coverage are concerned
are illustrated by Figure 5. GOMOS covers the spectral
region of 250 nm to 750 nm, which includes both the
Huggins and Chappuis bands, at 1 nm resolution so for
ozone accuracies of the order of a few percent should be
possible Temperature and water vapour will be derived
from observations made at around 760 nm and 930 nm.
GOMOS will also be capable of observing atmospheric
scintillation with the aid of two fast photometers. Table
1 summarises the main technical features of GOMOS.

3. MIPAS

MIPAS is a high resolution limb viewing Fourier
transform interferometer operating in the infrared which
has been designed to measure the concentration profiles
of various atmospheric constituents on a global scale. It
will observe atmospheric emissions from the Earth's
horizon in the mid-infrared region providing global
observations of photochemically inter-related trace
gases in the stratosphere, the upper troposphere and in
the middle atmosphere.

Specifically it is intended to provide data required to
further understanding of stratospheric chemistry, polar
winter chemistry, the chemistry of the upper
atmosphere, exchange between the stratosphere and the
troposphere, upper tropospheric chemistry, diurnal
changes and atmospheric dynamics. It should also
contribute to work on non-LTE (local thermal
equilibrium) processes.

It will be possible to use MIPAS to observe about
twenty trace gases including the complete family of
nitrogen oxides (NO,) and several chlorofluorocarbons
(CFCs). In addition it will be possible to derive

atmospheric temperature, as well as aerosol and ice
cloud distributions, from its observations. Table 2
provides a full list of the variables to be observed by
MIPAS.

MIPAS has a very flexible viewing geometry as the
instrument will be able to view both along and across
track (Figure 6). This means that all parts of the globe
will be accessible to it. Furthermore, its observations
will be independent of illumination conditions so
MIPAS will couple complete global coverage with the
ability to view day and night in all seasons. The vertical
resolution of the observations will vary between 2 km
and 8 km.

At the heart of the instrument is a dual port Michelson
interferometer. Spectral coverage extends from about 4
pm to 15 pm, well into the mid-infrared where the
spectral signatures of the NO, and the CFCs are to be
found. A spectral resolution of 0.035 cm™ will be
achieved throughout this range. A typical elevation scan
will last about 75 seconds including 16 interferometer
sweeps. Table 3 summarises the main technical
characteristics of MIPAS.

4, SCIAMACHY

SCIAMACHY is a limb/nadir viewing spectrometer
operating in the ultraviolet, visible and near infrared
regions of the spectrum. Its primary scientific objective
is the global observation of various trace gases in the
troposphere and the stratosphere. Its data should
advance understanding of a wide range of atmospheric
phenomena which influence the chemistry of the
atmosphere including, in the troposphere, biomass
burning, industrial pollution, arctic haze, forest fires,
dust storms etc. In the stratosphere these include ozone
chemistry and volcanic events,

As SCIAMACHY can view in limb as well as in nadir
(Figure 7) it will be possible to derive concentration
profiles as well as column amounts from its
observations. Its inherent flexibility is further enhanced
by its ability to track both the Sun and the Moon which,
as well as providing very important calibration
information, makes high accuracy occultation
measurements possible of ozone and other trace gases.
Its data should make important contributions to the
monitoring of trends in ozone amounts and distribution.

The wide part of the spectrum covered by
SCIAMACHY coupled with its high spectral resolution
means that it will be able to observe a large number of
trace gases plus ice clouds and aerosol. This is
illustrated in Figure 8 which compares the spectral
coverage of the GOME (Global ozone measuring
experiment), which is flying on the ERS-2 satellite, with
that of SCIAMACHY. GOME is a derivative of



SCIAMACHY which only operates in the ultraviolet
and visible regions of the spectrum and which can only
view in nadir. The figure not only identifies many of the
species that can be observed but also the relevant
spectral regions.

One of the major strengths of both SCIAMACHY and
GOME is the combination of wide, continuous spectral
coverage with high spectral accuracy means that new
powerful algorithms can be used to process the data.
This increases both the number of species that can be
derived (relative to SBUV or SAGE) and the accuracy
of the derived products. The main technical features of
SCIAMACHY are summarised in Table 4.

5. Concluding Remarks

The data from these three instruments are stored on the
tape recorders on-board ENVISAT and relayed to
ground either directly via Ka Band to Esrin in Italy or
via a relay satellite to Kiruna, Sweden. This means that
in principle all the data from the three instruments could
be made available in near-real time i.e. within 3 hours of
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observation. However, this also depends on the ground
system and, generally, only a sub-set of the products
listed in Envisat Mission: Product Summary Overview,
ESA SP-1221, will be available on this time scale.

It is also important to note that products available in
near real time will not always be of the same quality as
those distributed later. This reflects mainly the
availability of better information (orbit, meteorology
etc.) and the use of better calibration parameters. Also
slightly more sophisticated algorithms are used for off-
line processing. One important topic is re-processing as
none of the three instruments has flown in space before
so all the algorithms will require "tuning".

These products will provide many opportunities for
synergetic studies a point well illustrated by the
responses to the recent ENVISAT Announcement of
Opportunity. 80% of the SCIAMACHY proposals also
requested GOMOS data and vice versa; 70% of the
atmospheric proposals involve the use of data from all
three atmospheric chemistry instruments i.e. GOMOS,
MIPAS and SCIAMACHY (85% of the MIPAS
proposers also request GOMOS data).

Optical Performance Parameters

UV/VIS Channels — 250 to 675 nm at 1.2 nm resolution
IR 1 Channel —- 756 to 773 nm at 0.2 nm resolution

IR 2 Channel — 926 to 952 nm at 0.2 nm resolution
Photometer 1 — 650 to 700 nm (broadband)
Photometer 2 — 470 to 520 nm (broadband)

Altitude Range 20 to 100 km

Vertical Resolution 1.7 km

Operation Cycle Continuous over whole orbit
Data Rate 222 kb/s

Mass 163 kg

Power 146 W

Table 1: The GOMOS Instrument Parameters

Class of Observable Parameters

Ozone 0Os

Temperature CO,

Source Gases H,0, CO, CHy, N,O, CFC11, CFC12, CFC22, CCly, CF,, SFs, C;H,, C.Hg, HDO
Radicals NO, NO,, ClO

Reservoir and Sink Species N,0s, CIONO,, H,0,, HNO,, HOCI, HNO;

Other Trace Gases COF,, OCS, HCN, NH;

Other Parameters Aerosols, PSCs (polar stratospheric clouds), Cirrus

Table 2: The parameters to be observed by MIPAS
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Instrument NESR,,
Radiometric Accuracy
Spectral Coverage
Spectral Resolution
Spectral Stability
Elevation Scan Angle
Azimuth Scan Range
Line of Sight Pointing
Operation

Data Rate

Mass

Power

Varies between 50 nW cm” s’/ cm™ at 685 cm™” to 4.2 nW cm’ s’/ cm™ at 2410 cm™?

2xXNESR, + 2% to 5% of source radiance (depending on wavelength)
685 cm™ to0 2410 cm™

<0.035 cm’

<0.001 cm™ (over 1 day)

Between 5 km and 150 km (tangent height)

80° to 110° and 160° to 195° (wrt flight direction)
<1.8 km in tangent height

Continuously over the full orbit

533 kb/sec; for raw data § Mb/sec

320 kg

195 W

Table 3: The MIPAS Instrument Parameters

Channel Spectral Range Spectral
Resolution
High Resolution 1 240-314 nm
Channels 2 309-405 nm 0.24nm
3 394-620 nm 0.26 nm
4 604-805 nm 0.44 nm
5 785-1050 nm 0.48 nm
6 1000-1750 nm 0.54 nm
7 1940-2040 nm 148 nm
8 2265-2380 nm 0.22 nm
0.26 nm
Polarisation
Measurement PMD 1to 7 310-2380 nm 67to 137 nm
Devices (broadband) (channe! dependent)
Altitude Range 0 km to 100 km
(varies with measurement mode)
Vertical resolution 2.4 km to 3 km in limb mode

Operation
Data Rate
Mass
Power

(varies with measurement mode)
Continuously over the full orbit

400 kb/sec nominal: 1867 real time mode
198 kg

122 W

Table 4: The SCIAMACHY Instrument Parameters
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HEIGHT-RESOLVED OZONE RETRIEVALS IN THE LOWER ATMOSPHERE FROM THE
GLOBAL OZONE MONITORING EXPERIMENT, GOME

R. Siddans!, B.J. Kerridge!, W.J. Reburn!, R. Munro?
1Rutherford Appleton Laboratory Chilton, Didcot, Oxon OX11 0QX, U.K.
2European Centre for Medium Range Weather Forecasting, Reading RG2 9AX, U.K.

ABSTRACT

A prototype retrieval scheme has been developed
at the Rutherford Appleton Laboratory to retrieve
height-resolved ozone profiles spanning the tropo-
sphere and stratosphere from GOME data, thereby
providing the first direct measurement of tropo-
spheric ozone from a single satellite instrument. A
brief overview of the retrieval scheme is provided,
followed by recent results from the analysis of a pe-
riod in March 1997 during which sub-tropical air was
observed to be irreversibly transported into the mid-
latitude lower stratosphere. Work to optimise the
algorithm and process the GOME dataset on a large
scale data for general release is described.

1. Introduction

The Global Ozone Monitoring Experiment (GOME)
was launched on ESA’s ERS-2 satellite in April
1995. GOME is a downward viewing spectrometer
which measures back-scattered solar radiation from
237-790nm at moderate spectral resolution (0.2 -
0.4nm). Due to contiguous spectral coverage and
higher spectral resolution, GOME provides height-
resolved ozone data of higher quality than previous
UV back-scatter instruments. In particular ozone in-
formation extends down into the lower stratosphere
and troposphere, a region not measured extensively
by previous satellite sensors.

During the course of the SODA project, a retrieval
scheme capable of generating ozone profiles on a
global basis from GOME measurements was devel-
oped and optimised at the Rutherford Appleton
Laboratory (RAL), thereby providing the first di-
rect measurements of tropospheric ozone distribu-
tions from space (Munro 1998).

Section 2. contains a basic description of the proto-
type retrieval scheme, developed to demonstrate the
potential of the GOME dataset for this application.
Validation of this scheme is then described in section
3. and results from a period in March 1997 are pre-
sented in section 4.. Optimisation of the scheme to
allow processing of a large sub-set of the GOME data

is described in section 5., and the status of current
data processing is detailed in section 6..

2. OQverview of the retrieval scheme

Profile retrieval is carried out using Optimal Esti-
mation (OE) (Rodgers 1990), which solves an other-
wise under-constrained problem by combining infor-
mation from measured spectra with that from e priori
profiles. The primary input required is the GOME
Level 1 Product, comprising measured backscattered
spectra, and measurements of direct-sun spectra ac-
quired in-flight via a diffuser. The wavelength cal-
ibration of the GOME spectra is refined by fitting
to a high resolution solar spectrum (Chance 1996).
A priori ozone profiles and uncertainties were taken
from a monthly zonal mean climatology constructed
from SAGE 1I data (McCormick 1989).

The GOMETRAN radiative transfer model
(Rozanov 1997), developed by the University of Bre-
men, is interfaced to the retrieval scheme to provide
synthetic reflectance spectra. It incorporates gaseous
absorption, surface reflection and multiple scattering
by air molecules, aerosol and clouds. In this study, a
fixed single profile was adopted for aerosol scattering
and cloud was not included in the radiative transfer.

Due to differences in viewing geometry and ozone ab-
sorption properties, a two-step approach is adopted,
in which an ozone profile is first retrieved from
the 237-307nm region (known as GOME Band 1A),
which primarily contributes information on ozone
down to, or just below, the stratospheric concentra-
tion peak. This profile is then used as e priori in a re-
trieval from 312-405nm (Band 2B). In addition to the
ozone profile it is necessary to retrieve: (i) a scaling
factor for filling in of Fraunhofer lines by the Ring ef-
fect; (ii) wavelength shifts of the back-scattered spec-
trum with respect to the reference ozone absorption
cross-section and the direct-sun spectrum and (iii)
total column amounts of BrO and NO2. As a pre-
cursor, an effective surface reflectance is retrieved
from measurements near 340nm, where absorption
by ozone and other gases is relatively small.

The current scheme retrieves the ozone mixing ratio
on a fixed altitude grid: 0, 6, 12km, then 4km in-
tervals up to 80km. These levels have been chosen
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to slightly oversample the intrinsic resolution of the
GOME measurements, while maintaining retrieval
stability.

3. Validation

GOME retrievals have been compared to 34 co-
located ozone sonde measurements made over Europe
(including Northern Scandinavia) between July 1995
and February 1997. Means and standard deviations
in the fractional differences in integrated sub-columns
between the retrieval levels are shown in figure 1 for:
(i) a priori profiles (SAGE II climatology); (ii) Band
1A (step 1) retrieved profiles and (iii) Band 2B (step
2) retrieved profiles. The Band 1A retrievals gener-
ally have much smaller biases and standard devia-
tions than the a priori profiles, and Band 2B results
provide very valuable extra information in the lower
stratosphere and troposphere. The standard devia-
tion in fractional difference between the final (Band
2B) retrievals and the ozone-sonde measurements is
seen to be <10% in the stratosphere and <40% in
the troposphere, with biases <5% above 6km and
-30% below that altitude, where a negative bias is
expected as GOME can only detect ozone above the
cloud top and no screening was performed for this
inter-comparison.

The profiles have also been validated by compari-
son to other satellite sensors (Stoffelen 1998). The
zonal mean ozone field constructed from Band 1A
(first step) retrievals from nine orbits processed on
11 January 1996 were compared with with those ob-
tained from SSBUV and MLS. Agreement is gener-
ally within 10% between 1 and 40 hPa, the common
altitude range within which the three sensors provide
information.

In addition, the retrieved ozone fields have been
compared to UKMO tropospheric chemical transport
models (Siddans 1998) and, in the context of the
SODA project, the ECMWF model (Stoffelen 1998).

4. Results from March 1997

At the suggestion of workers at the University of
Aberystwyth, retrievals were carried out to deter-
mine the ozone distribution over the E. USA / N.
Altantic / W.Europe region (from 20°N to 70°N and
80°W to 50°E), on several days in March 1997. Dur-
ing this period, air of sub-tropical origin had been
observed in the mid-latitude lower stratosphere by a
number of ozone-sondes (O’Connor 1998), resulting
in a characteristic minimum in the ozone concentra-
tion profile at approximately 15km.

The potential for GOME to observe such structure in
the lower stratosphere was clearly demonstrated by
results from the period. Figure 2 shows a comparison
between GOME and co-located ozone-sonde. The
relatively coarse vertical resolution of the GOME re-
trieval is apparent, but the ozone minimum at 15km
is detected in the Band 2B retrieval. In this case, the
contribution of the Band 2B measurements to the re-
trieval in the lower atmosphere is readily apparent -
the step 1 retrieval, which makes use of measurements

Altitude / km

in Band 1A only, produces a reasonable profile down
to 16km but fails to capture the structure below.

A height vrs. latitude cross section of the orbit con-
taining this profile is provided in figure 3.
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Figure 2. Comparison of GOME ozone retrieval

with an ozone-sonde measurement from Legionowo
(52.4°N,21.0°E) at 11:30 on 7 March 1997. The solid
line with error-bars is the final (Band 2B) GOME re-
trieval. The dotted line shows the a priori profile used
and the dashed line shows the output of the first retrieval
step (using Band 1A measurements only).

5. Optimisation of retrieval scheme efficiency

In order that large scale processing of GOME data
be feasible the prototype scheme (operating at 1 pro-
file per hour c.f. measurement time of 1.5 seconds)
required optimisation. Processing speed is limited by
multiple-scattering, high-resolution, radiative trans-
fer (or forward) calculations required to synthesise
GOME spectra during the retrieval process. Approx-
imations to these radiative transfer calculations were
considered:

Band 1A obtains information, down to just below the
stratospheric ozone peak, from the steep wavelength
dependence of ozone optical depth in the Hartley
band. In this region, information of adequate qual-
ity can be obtained by matching measured spectra
at the 1% level (in reflectance, defined as the ratio of
back-scattered radiance to direct solar irradiance). In
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order that profile information be extended down into
the lower stratosphere and troposphere by the Band
2B retrieval , however, measurements in the Huggins
bands must be matched to at least 0.1% (ESA 1991)
to exploit the temperature-dependent structure of
the band. Forward model accuracy must therefore be
significantly better than 1% and 0.1%, respectively,
for retrievals from Bands 1A and 2B to be of similar
quality to those of the prototype algorithm.

A scheme has been developed which meets the Band
1A accuracy requirement by making use of exact,
GOMETRAN calculations at 24 wavelengths. These
are interpolated in absorption and scattering optical
depth space to obtain spectra at the required resolu-
tion, by making use of the analytic weighting func-
tions provided by GOMETRAN. The scheme relies
upon the relatively weak temperature dependence of
the band, as a consequence of which the relationship
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between total optical depth and reflectance is only
a weak function of wavelength. The scheme is ac-
curate at the 0.2% level and rapid enough to allow
real-time processing of the Band 1A data within the
available computational resource (5 Dec Alpha 433au
machines).

The temperature dependence in the Huggins bands,
coupled with the more stringent accuracy require-
ment, precludes the use of a similar scheme for
the Band 2B retrieval. Instead, work is proceeding
on a look-up table approach to parametrise the ef-
fects of multiple scattering in the band. Preliminary
work has achieved a similar level of accuracy to the
Band 1A scheme (0.2%), which is not adequate for
this band. (Retrieved ozone from this approximate
scheme deviated by up to 100% in the lower strato-
sphere from reference calculations performed by the
full scheme).

The current scheme makes use of the Band 1A opti-
mised scheme but retains the exact Band 2B scheme.
Single profile processing time is now 10 minutes on
a single machine. It is anticipated that the look-up
table approach wll be refined to provide adequate re-
trievals from Band 2B, which would allow processing
at a rate approaching real-time on the machines cur-
rently available.

6. Conclusions and further work

A prototype processing scheme has been developed
at RAL which provides height-resolved ozone pro-
files spanning the troposphere and stratosphere, pro-
viding the first direct measurement of tropospheric
ozone from space and representing a significant ad-
vance (in terms of temporal / spatial coverage) over
previous measurements in the lower stratosphere by
occultation techniques. The potential of GOME
to resolve ozone structure associated with upper
troposphere/ lower stratosphere dynamics has been
demonstrated for an event in March 1997.

The optimised scheme allows large scale processing
of GOME data at the rate of approximately 10 min-
utes per profile per CPU. The scheme is capable of
real time processing of Band 1A data to provide in-
formation down to just below the stratospheric con-
centration peak, however the recovery of information
at lower altitudes requires Band 2B measurements to
be fitted to a level of accuracy not yet achieved with
the approximate radiative transfer model developed
thus far. Work is continuing on this model with the
aim of enabling full retrievals at a real-time data rate.

The scheme, as it stands, is currently being used to
process 1 day in 10 of the GOME data globally for one
year starting on 24th March 1998. Sampling was se-
lected to make use of the narrow-swath mode GOME
data and the commencement of a special view mode
of the ATRS-2 instrument (also on board ERS-2),
designed to ensure full coverage of the GOME field
of view. A scheme to make use of this ATSR-2 data
to obtain accurate cloud coverage and altitude infor-
mation for interpretation of the GOME retrievals is
currently under development at RAL.

It is intended that the profile data, together with

ATRS-2 derived cloud information will be made
available via the British Atmospheric Data Centre
(http://www.badc.rl.ac.uk/).
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ABSTRACT

The Global Ozone Monitoring Experiment (GOME)
on board ESA’s ERS-2 satellite measures since April
1995 reflected sunlight from the atmosphere in the
UV and visual range at the moderate spectral resolu-
tion of 0.2-0.4 nm. The UV part of the spectrum con-
tains information on the height distribution of ozone
due to the strong wavelength dependence of the ozone
absorption. At KNMI a retrieval algorithm is under
development that extracts this information. The al-
gorithm retrieves ozone profiles with a vertical res-
olution of about 5 km in the stratosphere to 10 km
in the troposphere. Recent efforts focus mainly on
the optimalisation of the balance between algorithm
speed versus accuracy. In this respect the bottleneck
is the radiative transport model that simulates the
measured spectrum for a given atmospheric state. It
has been found that retrievals based on the fast two-
stream method produce ozone profiles that compare
well in the stratosphere with profiles retrieved using
the accurate DISORT radiation transport model.

Key words: Ozone profiles; Retrieval; GOME.

1. INTRODUCTION

Since the late seventies satellites routinely monitor
the global ozone distribution. The early TOMS/SBUV
instruments measured the backscattered radiation for
several frequencies, resulting in an accurate estimate
of the total column densities of ozone. Apart from
this limited information is obtained about the ver-
tical ozone distribution in the stratosphere. How-
ever, a growing need evolved for more accurate pro-
file measurements in stratosphere and in troposphere.
Knowledge on tropospheric ozone is important for
different reasons. First, because ozone belongs to
the greenhouse gases and because of the toxic na-
ture of ozone for humans and vegetation. In ad-
dition, the ozone concentrations in the troposphere
are a measure for the oxidising capacity of the at-
mosphere and therefore important for understanding
the chemical processes in the troposphere. Chemi-
cal modelling will benefit from global measurements
of tropospheric ozone. In 1995 GOME (Global Ozone
Monitoring Experiment) has been launched to mea-

sure in nadir direction the backscattered sunlight
from the atmosphere in the range from 240-790 nm.
The GOME spectrometer is a unique instrument to
retrieve height-resolved ozone densities in the strato-
sphere as well as in the troposphere. The improve-
ment in comparison to former satellite instruments
is the high spectral resolution of the observations
in the ozone absorption bands (the Huggins, Hart-
ley and Chappuis bands). The steep rise of ozone
absorption from 350 to 270 nm offers the possibil-
ity to infer height-resolved information on the ozone
concentration from backscattered sunlight. The rea-
son for this is that highly absorbed photons at the
short- wavelength side penetrate the atmosphere only
shallowly, whilst weakly absorbed phdtons on the
long-wavelength side travel through the full height of
the atmosphere. Therefore, backscattered short-wave
photons carry only information on the upper layers
of the atmosphere and photons with increasing wave-
length reveal information on lower layers. Combining
the measured reflectances in this wavelength range
then gives the desired height-resolved atmospheric
properties. The full spectrum between 270 and 350
nm can be used to infer the ozone height profile in a
global fit (or retrieval) using the ozone concentrations
at a number of specific heights as unknowns and the
measured reflectances as known parameters. The re-
trieval necessitates a radiative transfer calculation to
obtain reflectances given the ozone profile and other
atmospheric properties.

Below the details of the retrieval method are outlined.
Special attention is drawn to the radiative transfer
model with respect to its accuracy and computational
speed. A set of observations has been chosen for test-
ing the retrieval of ozone.

2. ALGORITHM DESCRIPTION

The earthshine radiances measured by GOME are
combined with the sun irradiance measurements to
produce the reflectances r()) that contain informa-
tion on the atmospheric composition:

Tleartn (/\)

rN) = 08 Osun Fsun(A)’

(1)
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with ILeartn(A) the earthshine radiance, Fyun()) the
sun irradiance and 6s,, the solar zenith angle. A
forward model F is introduced that relates the re-
flectances at different wavelengths, contained in the
vector r, to the atmospheric ozone profile:

r = F(x,b), (2)

where x is a vector of ozone concentrations at a num-
ber of altitudes, or, alternatively, ozone column den-
sities between a series of pressure levels. The vector b
consists of atmospheric and instrumental parameters,
other than the ozone profile, that also determine the
reflectances. These parameters are known on fore-
hand with a satisfactory precision, like the viewing
and solar angles, or are solved for along with the
ozone profile, like, for instance, the ground albedo.

The inversion of Equation 2 is performed by first lin-
earising the forward model, solving the linear equa-
tion, using this solution as a new linearisation point,
solving again, and thus iteratively converge to the
final solution of Equation 2.

Ignoring for the moment the dependence on b, the
linearisation yields:

r= F(xo) + %‘;(x ~ xo), 3)

or, defining the weighting function:

OF
K= Ea (4)
r —rg = K(x — x0), (5)

where xo denotes an initial profile sufficiently close
to the solution and rg the reflectances for this initial
profile.

The ozone profile retrieval algorithm performs an in-
version of Equation 5 by finding the most probable
ozone profile x given the measured reflectances rmeas
and measurement errors drpeas. The optimal esti-
mation method (0EM) (Rodgers 1976, Rodgers 1990)
has been used to perform the inversion. This method
allows the inclusion of apriori information on the pro-
file retrieval and deals with the ill-posed nature of the
inverse problem by stabilising the solution against er-
ror amplification. OEM gives the maximum of the
probability distibution of the profile, given the mea-
surements: P(x|r). This probability distribution is
proportional to the product of the apriori probabil-
ity distibution P(x) and the probability distibution
of the measurement given the profile: P(r|x). As-
suming Gaussian probability distibutions an analytic
solution for the maximum exists which is known as
the optimal estimate. In practise, OEM gives a result
close to the apriori values for those parameters whose
effect on the measurement is small compared to the
measurement error (Case I). If the measurement, on
the other hand, critically constrains the parameters
(Case II) the apriori has little influence on the re-
trieved values. The retrieval error is always less then
or equal to the apriori error and serves as a measure
for the information added by the measurement. For
Case I parameters the retrieval error is close to the
apriori error, whilst for Case II it will be significantly

reduced. For the problem at hand the tropospheric
ozone concentrations represent the first case because
they only have a small effect on the measured re-
flectances. The ozone concentrations at higher al-
titudes are Case Il parameters since they have more
effect on the reflectances and the retrieved concentra-
tions there are therefore less affected by the apriori.
The balance between apriori information and infor-
mation from the measurement is determined by the
measurement error and the apriori error. It is there-
fore of utmost importance to estimate these errors
correctly.

For the apriori ozone profile a zonal average climatol-
ogy has been used from Fortuin and Kelder 1998 This
is a zonal mean ozone climatology based on a 12 year
observation period of ozone sonde measurements and
satellites. For the apriori errors the natural variance
of the ozone concentrations in the climatology has
been used.

The final solution for the ozone profile is reached af-
ter following through a number of iteration steps in
which the forward model is repeatedly linearised and
optimal estimates are computed. This iterative pro-
ces is terminated when decrease of the residu between
the measurements and the simulated reflectances is
not significant anymore.

3. RADIATION TRANSPORT MODELS

The bottleneck for accuracy and computational speed
of the retrieval is the forward model and it there-
fore deserves our close attention. The forward model
produces, for a given wavelength, the earthshine
radiance given the solar irradiance, the solar and
line-of-sight angles and the absorption and scatter-
ing cross-sections througout the atmosphere. The
earthshine radiance is the total of a single- and
a multiple-scattered component. The single scat-
tered solar radiance can be calculated analytically
and dominates the total radiance for wavelengths
smaller than 300 nm. Calculating the multiple scat-
tered radiance poses the largest challenge in the for-
ward model. Among the state-of-the-art radiation
transport models that account for multiple scatter-
ing the Discrete Ordinates method (DISORT) (Chan-
drasekhar 1960, Stamnes & Swanson 1981) features
prominently. This method applies a discretisation
of the angular dependency of the radiance based on
Gaussian quadratures. By adjusting the number of
polar angles (or streams) used in the discretisation
the accuracy of the model can be tuned for vari-
ous circumstances. In cases with complex scatter-
ing phase functions, for instance when dealing with
clouds or aerosol layers, at least eight streams should
be used. For situations where molecular scattering
controlls the upwelling radiance eight streams is gen-
erally adequate. Inhomogeneous atmospheres have
to be divided into a sufficient number of adjacent
homogeneous layers for which DISORT gives the radi-
ances at the boundaries leaving certain constant un-
defined. Subsequently, the radiances at the bound-
aries are matched which fixes the values of the afore
mentioned constants. With DISORT radiances at the
top-of-the-atmosphere (TOA) can be calculated which
are accurate enough for our purposes. However the
code demands too much processing time on present
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Figure 1. A comparison between the reflectances calculated with DISORT (8 streams), the two-stream model and the single
scattering approzimation is shown. The bottom panel shows the relative differences between the relflectances calculated
with the three models. The solar and viewing zenith angles are as given in the figure. (The large deviation with the single
scattering reflectance above 300 nm is not relevant here and therefore allowed to fall outside the panel.)

day computational facilities for the operational re-
trieval of ozone profiles from GOME spectra. There-
fore, a need exists for fast algorithms that produce ra-
diances which are still accurate enough for ozone pro-
file retrieval. As a promising candidate we have used
an analytic two-stream approximation (the hybrid
delta-Eddington model, Meador and Weaver 1980) in
our retrieval code to assess its performance and com-
pared it with retrievals using the DISORT model. The
present version of the algorithm incorporates the ra-
diative transfer shell MODTRAN 3.7 (Berk et al. 1989)
which contains the two-stream and DISORT multiple
scattering codes as options. The two-stream model
does not give radiances directly, but instead produces
downward and upward fluxes at the boundaries of
each atmospheric layer. These fluxes are used to es-
timate the source function in the viewing direction
in each layer. The source function is then integrated
along the line of sight from the ground to TOA. This
procedure is also used in DISORT to calculate the ra-
diance at a user specified direction from the solution
at the discrete angles (Stamnes & Swanson 1981).

4. RESULTS

In Figure 1 a comparison between the reflectances
calculated with DISORT (8 streams) and the two-
stream model is shown for a specific choice of so-
lar and (fsun) viewing (fyiew) angles (near nadir).
Also, the singly scattered radiance is shown. The

bottom panel shows the relative differences between
the relflectances calculated with the three models.
Evidently, the two-stream model approximates the
reflectances better than 1% below 295 nm. The sin-
gle scattering contribution to the total radiance is
larger than 98% in this spectral range. For the spec-
tral range [300 - 340 nm]| the two-stream model gives
radiances that deviate up to 11% and the single scat-
tering contribution drops below 50 %. For larger so-
lar zenith angles (lower sun) the two-stream approx-
imation grows worse: for fyun = 73% the deviation
reaches 25% at 320 nm.

To quantify the loss in accuracy when two-stream is
used in the retrieval, ozone profile retrievals are car-
ried out for 13 GOME spectra using two-stream and
DISORT as the forward model. The spectra belong to
ground pixels that cover a representative set of so-
lar zenith angles and ground scenes. The pixels from
the GOME orbit (date: 23 Feb 1998; no: 80223061)
extend from the North Pole southward to a latitude
of -40% and cross Tibet and the western part of the
Indian Ocean. The solar zenith angle varies between
90°% at the pole to 26° close to the equator. Ta-
ble 1 shows the results of the comparison averaged
for three altitude ranges: troposphere, lower and up-
per stratosphere. The relative deviations are shown
jointly with the relative deviations between the DIS-
ORT retrieval and the climatology used as apriori.

From Table 1 it can be inferred that in the upper
stratosphere the deviations between the results with
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Table 1. Relative rms deviations for three altitude ranges
between retrieved ozone concentrations [em™2] using DIS-
ORT and two-stream. These values have to be com-
pared with the relative deviation between the DISORT
result and the apriori values from the climatology dis-
played between brackets. The first column gives the lat-
itude of the ground pizel, the second column the solar
zenith angle. The relative deviation has been defined as
100%(C2stream - CDISORT)/ Cpisort; With Cmethod the re-
trieved ozone concentration using method two-stream or
DISORT.

Lat Sza [0-16 km] [16-28 km] [28-48 km]

0 0 % % %
76.23 8650  14.0 (8.1) 31.6 (83.4) 2.1 (18.2)
68.89 78.87 11.3(23.7)  2.5(39.1) 0.4 (16.8)
60.21 70.66 8.2 (16.5) 2.9 (26.3) 0.3 (12.7)
51.25 6256 12.9 (18.9) 2.7 (13.8) 0.3 (12.6)
4426 5645 63.1 (11.9) 9.3 (16.0) 0.6 (15.1)
21.65 3849  3.7(8.0)  2.6(50) 1.6 (19.2)
1240  32.63 10.1 (32.4) 255 (58.9) 0.9 (23.7)
3.86 28.69  3.2(21.7) 183 (31.5) 0.6 (21.8)
540 26.79 14.8 (37.8) 7.6 (11.2) 0.2 (21.2)
-13.94 2764 19.2 (53.5) 12.2(23.1) 0.6 (17.6)
-23.17  31.15 8.6 (33.7) 2.4 (5.2) 0.2 (17.6)
-31.66 36.09 158 (27.4)  3.2(6.0) 0.3 (18.2)
-40.11  42.08 19.1 (49.6) 4.1 (6.5) 0.5 (26.1)

two-stream and DISORT are small compared to the
deviation between apriori and retrieval. This can be
attributed to the small error made in the radiances
at wavelengths smaller than 300 nm when calculated
with the two-stream method. The radiances at these
wavelengths are sensitive to the ozone concentrations
above ~ 25 km. The tropospheric values, however,
are considerably different for the two methods and
are, at the least, a sizeable fraction of the apriori
update. For the lower stratosphere we can conclude
that the two-stream method supplies extra informa-
tion to the apriori, but can give rise to a difference
with the DISORT retrieval of up to 10 - 30 %.

Finally we note that the difference in CPU time be-
tween the retrieval with two-stream and DISORT is
striking: the retrieval of the fourteen pixels on a
fast computing facility took 15 minutes with the two-
stream option and 20 hours with DISORT.

5. CONCLUSIONS

Ozone profile retrievals have been perfomed using an
accurate radiative transfer model (DISORT) and an
analytic model (two-stream). Reflectances calculated
for typical circumstances with both radiative trans-
fer models show a good agreement for wavelengths
below 300 nm. For longer wavelength the relative
deviation reaches 10%. The results of the ozone pro-
file retrievals show a small deviation of around 1% in
the upper stratosphere. For the lower stratosphere
the retrieval improves on the apriori, but in the tro-
posphere the retrieval with two-stream does not give
reliable results. The retrievals with two-stream de-
creased the CPU time by a factor of 80 compared to
the DISORT retrievals.
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Météo-France, Centre National de Recherches Mét€orologiques (CNRM)
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and
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1. INTRODUCTION

Among the novel features of Meteosat Second
Generation is the capability to observe the upwelling
radiation in the 9.7 micron region by the so-called
ozone channel. Information on the ozone distribution in
the atmosphere at a high temporal frequency and high
spatial resolution, if available with MSG, should
provide a new insight on the motions in lower
stratosphere where ozone has high concentrations and
behaves as a passive tracer under most circumstances.
This statement underlies the studies undertaken for the
ozone assimilation in Numerical Weather Prediction.
Besides, it is worth to examine the possibility of
extracting directly the information on air motion from
ozone observations, at scales smaller than those
currently accessible to assimilation, in a way similar to
what was achieved by the use of infrared, visible and
water vapour channels of Meteosat, by automatic
tracking of clouds or water vapour structures.

We present here the main results of the study
performed in the framework of an EUMETSAT
contract and described in more details by Karcher et al.
{1998).

2. METHODOLOGY

The atmospheric transmission integrated over the 9.7
micron channel vanishes only in cloudy situations and
consequently the radiance observed in this channel
always contains a contribution from the surface or from
the clouds. These observing conditions are different
from the water vapour channels and do not permit the
mere use of the ozone channel brightness temperature
for pattern recognition in two consecutive images. A
prior determination of the ozone columns is performed.
High horizontal resolution is needed and the CNRM
TOVS total ozone algorithm was selected for its ability
to use raw radiances.

For the ozone wind application, the requirements on
accuracy may be relaxed but the sensitivity of the total
ozone deduced to any perturbing condition need to be
carcfully studied.

The feasibility study of « ozone winds » was performed
using data from the geostationary sounder with 18
infra-red channels of the NOAA GOES-8 satellite.
Time and horizontal resolutions (respectively 1 hour

and 10 km) are close to those of the SEVIRI instrument
of MSG (15 minutes and 3 km at the sub-satellite
point).

3 MODELLING OF A SELECTED STUDY
CASE :

A study case (February 23 and 24, 1996) was selected
using an animation of the TOVS total ozone fields at
the pixel horizontal resolution and projected onto the
GOES-8 sounder observing window. Simultaneous
series of total ozone images were produced using the
GOES-8 sounder radiances on one hand and a using a
fine scale modelling on the other hand.

The model is the isentropic Prather advection model
used in Orsolini (1995). Ozone is passively advected on
25 isentropes, independently, ranging from 335K to
650K, that is, approximately from 250 to 15 hPa. The
horizontal resolution of the model grid corresponds to
T213, i.e. about 1/2 degree. The three-dimensional
ozone field at high horizontal and vertical resolution is
afterwards reconstructed and the total ozone field is
derived. The period simulated spans 11 days from
February 13 to 24, 1996, Winds are derived from the
European Center for Medium Range Weather Forecast
global meteorological analyses at resolution T106,
archived on 11 pressure levels between 500 and 10 hPa.

Figure 1 shows the GOES-8 total ozone and model total
ozone. A noteworthy feature is the filament stretching
east to west along the 40° N latitude circle. Ozone
increases markedly from 290 DU to the south of the
filament up to near 400 DU in the core of the filament,
decays sharply to values as low as 320 DU before rising
up to above 400 DU further north. The meridional
extent of the broad tongue of subtropical air,
characterised by low total ozone, is very nicely captured
by the model. The model total ozone shows a main
structure oriented east to west, but secondary structures
are also present, sideways of the main filament, which
are not seen in the GOES-8 total ozone.

The three-dimensional model results allow to determine
the height range over which this filament is present.
The latitude-pressure cross section of ozone partial
pressure at 0900 GMT and at a longitude of 100°W on
Figure 2 reveals a relatively deep, coherent but slightly
tilted feature near 40°N over a pressure range of 250 to
80 hPa.

! Now at Norwegian Institute for Air Research (NILU), Kjeller, Norway.
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The ozone features described have horizontal scales
ranging from 100 to 1000 km and appear with a
contrast of some 100 DU. Smaller structures are also
searched for but are more difficult to extract due to the
measurement noise of the total ozone product.

4, THE PERTURBATION OF THE
ALGORITHM BY THE PRESENCE OF
CLOUDS

The TOVS total ozone algorithm was set up for clear
air  conditions. Clouds affect the brightness
temperatures measured in most of the TOVS channels.
The behaviour of the total ozone algorithm was studied
in cloudy conditions by modelling the radiative transfer
for 24 mid latitude profiles, adding a cloud layer with
variable top pressure from 1000 to 100 hPa, by steps of
100 hPa. Clouds were modelled as blackbodies. From
the synthetic cloudy radiances, total ozone values were
derived and compared to the real ozone columns.

With cloud top pressure greater than 500 hPa, the effect
of clouds is less than 5 DU, Above the 500 hPa level,
the effect increases fast as a consequence of the
decreasing  contrast between foreground and
background temperature which appears at the
denominator of the expression providing the ozone
channel transmission.

The effect of the clouds was also studied at each step of
the algorithm and particularly for the correction added
to the window channel temperature in order to obtain
the background temperature (brightness temperature in
the ozone channel of the upwelling radiance measured
at 400 hPa). While the theoretical correction
determined by the radiative transfer calculation tends
towards zero when the altitude of the cloud increases,
the correction determined by the clear sky algorithm
increases above zero (see figure 3). The zero theoretical
correction for a high cloud merely indicates that the
clond has the same brightness temperature in all
channels. To improve the algorithm correction, a factor
proportional to the temperature difference between
window channel and the 400 hPa temperature is
applied to it. Figure 4 shows the results of applying the
correction reduction in a comparison with simultaneous
GOME observations.

3. CHARACTERISATION OF OZONE
FEATURES

A total ozone structure can be observed in a given
window (sub-array of an image) as soon as the total
ozone value is not constant in this window. Taking into
account the noise of the total ozone determination, the
structure can be observed whenever the total ozone
variation (maximum minus minimum value) is greater
than the mean noise.

A practical means to extract the structures out of the
noise is to calculate displacement vectors, as is done
usually for cloud motion vectors. The size of the
correlation window determines the scale of the
structure. Correlation windows of dimensions 85, 150
and 300 km were studied. Many displacement vectors

are tried inside a search window whose size is
dependent on the range of possible winds to be
extracted. The displacement providing the highest
correlation in the correlation window is compared to
the analysed winds at various levels. We defined three
classes of structures moving like the wind at one only
of the levels 500, 250 and 100 hPa. The method misses
the winds equal at all levels but strictly selects the
structures at a given level.

For each of the nine classes of structures defined (3
levels, 3 scales) averages and standard deviations of
some parameters could be derived : number of wind
vectors detected, total ozone and its amplitude and
noise level within the correlation window, window
channel brightmess temperature, analysed wind.

Structures of the level 500 hPa are not ozone structures.
Structures at the other levels can be considered as
ozone structures because the tropopause was below the
level 250 hPa or the structures were detected in clear
sky. It is observed that the number of structures
decreases by a factor of 3 and 2 from level 250 hPa to
100 hPa for the scales 85 and 150 km whereas it
increases by a factor 2 for the structures at the 300 ki
scale. So the scale of the structures increases with
altitude. Such results are still to be confirmed on
different study cases and their methodology will be
tested on total ozone fields derived from fine scale
modelling.

6. CONCLUSIONS

The ozone winds feasability study pointed out many

interesting questions to be further investigated. Main

achievements are :

1. An algorithm has been developed to process the
radiances of the GOES sounder.

2. The ozone total content of the atmosphere above

400 hPa is a suitable parameter to detect and track
ozone features at sizes 80 to 600 km.

3. Using a high resolution stratospheric advection
model, total ozone features originating in the
erosion of the stratospheric wintertime polar vortex
were found at all latitudes, with signatures rangin g
from 10 to 50 DU.

4. The algorithm was adapted to the SEVIRI
conditions.

5. Improvements of the infrared t(otal ozone
algorithms (SEVIRI, TOVS) in cloudy conditions
are predicted.
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FAST RADIATIVE TRANSFER FOR THE TOVS,
A SUMMARY OF SODA RELATED TASKS

P. Brunel, Météo-France,
Centre de Météorologie Spatiale (CMS), Lannion, France

and
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Centre National de Recherches Météorologiques (CNRM)
Toulouse, France

1. INTRODUCTION

To directly assimilate the radiances measured by the
TOVS/HIRS for numerical weather prediction, a fast
radiative transfer model has been developed since many
years at the European Centre for Medium-range
Weather Forecasts (Eyre, 1991). Using first guess
atmospheric profiles, the fast model (RTTOV)
calculates first guess radiances which are fitted to the
observed radiances. The addition of the ozone mixing
ratio as a variable describing the atmospheric state is
achieved within the SODA project and leads to an
update of the RTTOV which has to include the
calculation of the radiances of the 9.7 micron « ozone »
channel (Saunders et al.,, 1998). Taken from this
publication, only the work related to the ozone channel
is presented here.

2. THE RTTOV FAST RADIATIVE
TRANSFER MODEL

The fast radiative transfer model constructs the
outgoing radiance to space in the TOVS channels from
the transmittance profile of the atmospheric gases
discretized over some 40 layers. The optical depth of
each layer in each channel and hence its transmittance
can be accurately calculated from the composition,
pressure and temperature of each layer as a spectral
integration over the TOVS channel of the sum of the
contributions of the absorbing lines. For
computationnal efficiency, the optical depth is
regressed from a set of 9 parameters describing each
layer and shown in Table 1. The coefficients of the
regression equation are calculated on a data set for
which both the predictors (9 parameters) and the
optical thickness are accurately calculated using a line
by line code. This code is HARTCODE (for RTTOV
version described in Saunders et al, 1998) and
GENLN2 (for RTTOV version 5 used now). The
learning data set is made up of 32 selected atmospheric
profiles observed at 5 different nadir angles.

3. IMPROVEMENTS OF THE FAST MODEL

First the list of the 9 predictors was changed according
to Table 1 where the subscript j refers to the layer
number. The fact that the predictors of a given layer
also depend on parameters of the overlaying layers is
related to the fact that an accurate radiance calculation
is to be performed with a vertical integration prior to
the spectral integration.

A second improvement is obtained by considering that
the layer and channel transmittances are not merely the
product of the (ransmittances of each of the
atmnospheric gaseous constituants. Again the main
reason for the difference is the spectral integration
performed in the calculation of «channel »
transmittances. As a consequence, the layer and
channel transmittances are now calculated as the
product of 3 new factors, each of them statistically
predicted :

_ Ti,j mix+wy Ti,j mix+wv+oz
Ti,j _Ti,j i
i mix Tij mivtwy
In the above formula, T is the

i,j mixtwv+oz
transmission of layer j in channel i taking into account
the absorption by «mixed gases» (subset of
atmospheric constituents with constant mixing ratios),
by water vapour and by ozone.

Finally, for the fast calculation of the factor

T » N - i 3 3

Lf METWVIZ it was necessary to built a new learning
Ti, j o omix+wy

set of 34 profiles containing temperature, water vapour
and ozone concentrations.

4. COMPARISON WITH THE CNRM OZONE
PROFILE DATABASE

The accuracy of the fast model was tested on an
independent data set of profiles and corresponding
radiances calculated with the FASCOD-3P line by line
model. This data set was constructed by CNRM for the
purpose of calibrating a total ozone algorithm using the
TOVS/HIRS radiances and was designed to best take
into account the variability of ozone and temperature.
Temperature, water vapour and ozone were collected
for a series of 22 radiosonde stations spread over the
latitude range 82.5 N to 90 S and representing a whole
annual cycle. The upper part of the profiles are
extracted from the results of a 2D photochemical model
by Teyssedre (1994). The data base is called « SODA »
in Saunders et al., 1998.

Differences observed in radiances calculated with the

CNRM profiles using the fast model RTTOV and

FASCOD-3P (see standard deviations in Figure 1) can

be interpreted both as :

1. differences in the data sets used (CNRM versus 32
profiles used for the regressions),
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2. differences in the line by line codes (FASCOD-3P
and HARTCODE) used to calculate the radiances
and transmissions,

the residuals between true and predicted transmittance

leading to less than 0.3 K brightness temperature.

The first type of difference appears in window, ozone

and water vapour channels (7 to 12) where the

variability in atmospheric and surface conditions are
not exactly the same in the profile sets. The second type
appears in channel 17 near 4 microns where

HARTCODE had no N, absorption. Figure 1 also

shows the improvements obtained by the upgrade of

RTTOV described in the previous paragraph. Most

interresting is the reduction of near 1K rms obtained in

the ozone channel.

Further improvements of the fast model including use

of the GENLN2 line by line radiative transfer model

led to the version 5 of RTTOV presently used at

ECMWF and CMS. Figure 2 shows that the standard

deviation of the differences on the radiances calculated

on the CNRM data set is less than 0.7 K for all HIRS
channels.

RTTOV includes a linear tangent model providing the

partial derivatives of the synthetic radiances with

respect to the profile parameters. To that respect, is is
worth to observe that atmospheric ozone also influences
the « temperature channels » 1 to 8 though some 25 to

50 times less than the « ozone » channel.

5. | CONCLUSION

Fast modelling of the ozone channel radiance as a
function of the ozone mixing ratio profile is now
performed with the RTTOV and enables the direct
assimilation of the TOVS ozone channel.

The comparison of outputs with the CNRM data base of
profiles and line by line radiances helped explaining
part of the differences between first guess and observed
radiances. In addition to forecast errors, the RMS of the
differences may contain various types of contributions
from instrumental and radiative transfer errors which
need to be well understood.
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VALIDATION OF MODEL OZONE CALCULATIONS USING OZONE PROFILE
MEASUREMENTS, AS PART OF THE EU-SODA PROJECT

R.M.A. Timmermans

Atmospheric Chemistry Division, KNMI, Postbus 201, 3730 AE De Bilt, The Netherlands

ABSTRACT

At the European Centre for Medium-range Weather
Forecasts (ECMWF) an 80 day ozone simulation
is performed with the ECMWF weather prediction
model. Ozone is included as prognostic variable and
an ozone chemistry parameterisation is used to pa-
rameterise the sources and sinks of ozone. In this
research the model performance is evaluated by com-
paring the model ozone calculations with ozone sonde
measurements from the EASOE (European Arctic
Stratospheric Ozone Experiment) campaign. The
comparison shows a good description of the dynam-
ical details by the model. However, the model over-
estimates the ozone concentration around the ozone
maximum at high latitudes (and underestimates the
ozone concentration around the ozone maximum in
the tropics).

1. INTRODUCTION

The first task of the SODA project was to intro-
duce ozone as a prognostic variable and include sim-
plified ozone chemistry in the participating numeri-
cal weather prediction models and off-line transport
models. One of these models is the ECMWF (Eu-
ropean Centre for Medium-range Weather Forecasts)
weather forecast model. To perform an initial test
of the ozone transport in the ECMWF model, ozone
was simulated for 80 days (December 1991- February
1992) coinciding with the ozone measuring campaign
EASOE (European Arctic Stratospheric Ozone Ex-
periment).

The aim of this research is to validate the model
ozone calculations from the relaxation run using
ozone profile measurements by ozone sondes from the
EASOE campaign.

2. MODEL

The 80 day simulation at ECMWEF was performed
with the ECMWF weather forecast model, version
T106/L43, which has 43 levels reaching into the
mesosphere (0.05 hPa). In this simulation an ozone

chemistry parameterisation was included but ozone
was otherwise left to evolve freely. This experiment
is referred to as a "relaxation” run. The dynamics of
the model were kept close to reality by nudging to-
wards ECMWF and UKMO temperature and wind
fields. The sources and sinks of ozone are parame-
terised using the Cariolle parameterisation (Cariolle
et al.,, 1993,1986). Heterogeneous chemistry is not
included in these calculations. The ozone initial con-
dition was achieved by spin-up from the zonally sym-
metric climatology of Fortuin and Langematz (For-
tuin et al., 1994), normalised by TOMS total ozone
to have correct total ozone on the starting date.

3. MEASUREMENTS

For the validation of the model ozone profiles, use is
made of ozone profile measurements from the EASOE
campaign (Pyle et al., 1994) which took place in the
winter of 1991/92. The ozone sondes were launched
from 22 European and 6 Canadian stations at lati-
tudes ranging between 38.0 N and 82.5 N. ECC (Elec-
trochemical Concentration Cell) sondes were used at
all stations except for the three European stations
with long records (Hohenpeissenberg, Payerne and
Uccle) which used Brewer-Mast sondes, and Linden-
berg where the old East German OSE-4 sonde was
used until 31 December 1991 at which time there was
a switch to ECC sondes.

4. RESULTS AND DISCUSSION

Figure 1 shows the ozone profiles at Goose Bay (53.3
N, 60.4 E) on 16 and 19 January 1992 from both
model and observations. The structure in the ozone
profile around 100 hPa on 16 January and the rapid
increase of ozone at this same level, which is seen be-
tween the ozone soundings of 16 and 19 January, are
well captured by the model. At this 100 hPa level,
in the lower stratosphere, ozone is mainly controlled
by transport processes and not so much by chemistry.
The good agreement between model and observations
is therefore an indication for the realistic model dy-
namics in this part of the atmosphere.

Figure 2 shows the mean bias (over day 31-80) be-
tween the model calculations and the sonde measure-
ments in 4 different latitude bands. The bias has a
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Figure 1. Ozone profile at Goose Bay (53.3 N, 60.4 W) on 16 and 19 January 1992. Shown are ozone sonde measurements
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Figure 2. Latitude dependence of mean bias (ECM WF-sonde) in DU per model layer, for days 81-80 of simulation.
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clear latitude dependence. In the two higher latitude
bands the model overestimates the ozone in the re-
gion of the ozone maximum (layers 10-20). In the
two other latitude bands a dipole structure can be
seenr which can indicate that the height of the ozone
maximum in the model is lower than for the sondes.

These results are supported by a comparison of
the model ozone with SBUV/2 satellite ozone data
(SODA 1st annual report, 1997) which shows a pos-
itive bias between model and SBUV/2 at high lati-
tudes and a negative bias in the tropics.

The cause of the bias is probably a combination of
several factors, which need to be investigated. One
of the major problems is that the chemistry param-
eterisation is designed for a climate model with very
different dynamics than the ECMWEF model. This
leads to incorrect equilibrium coefficients in the ozone
chemistry parameterisation. The large ozone de-
struction in the tropics seems to be a major error
source. This ozone destruction is mainly caused by a
difference between the temperature of the ECMWF
model and the equilibrium temperature of the Car-
iolle parameterisation in combination with a high
temperature sensitivity of the chemistry. Further-
more there is no surface deposition included in the
parameterisation.

5. CONCLUSION

Model forecasts capture large ozone features (sec-
ondary ozone maxima) in the lower stratosphere sur-
prisingly well for many of the soundings. There is
however a bias between the model and the observa-
tions: the model ozone around the ozone maximum
is too high at high latitudes (and too low in the trop-
ics). The cause of the bias is probably a combination
of several factors, most of them related to the Cari-
olle ozone chemistry parameterisation in the model.
Note: In this experiment ozone was left to evolve
freely, the bias will be smaller when data assimila-
tion of ozone measurements is included in the model.
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ABSTRACT

A stratospheric chemistry module with gas phase and
aerosol chemistry has been incorporated into the research
version of the Canadian Meteorological Centre’s (CMC)
global forecast model which we call SEF+C. The number
of levels has been increased and the top raised to about
1 mb. This model allows for the forecasting of ozone and
other species over a height regime from the middle tro-
posphere to the stratopause. The model is being used
to assess the feasibility of assimilating retrieved ozone
and other species profiles from the ODIN satellite using
SEF+C. We anticipate that incorporation of the mea-
sured ozone profiles using the CMC’s 3DVAR assimilation
system will allow the information from the local satellite
measurement to be transported to other locations thus
assisting in the generation of a more realistic 4D ozone
field. Herein, we briefly describe the chemical additions
to the SEF model, the improvements to the physics soft-
ware and the simplified simulation of retrieval from the
ODIN (OSIRIS and SMR) satellite instruments. A na-
ture run has been done for a 31 day period in June/July,
1995 preceded with a 40 day chemical “warm-up”: for
the nature run the objective analysis (OA) has been up-
dated every 24 hours. Using the synthetic ozone data
from the SEF+C nature run as input, with attendant
retrieval errors, several assimilation scenarios using the
CMC 3DVAR assimilation system have been done. These
mimic data input from ODIN instruments (1) continu-
ously as during a measurement intensive, (2) 1 day of
measurements, followed by 2 days with no measurements,
representing standard operating conditions, (3) daytime
measurements only, typical of measurement conditions for
OSIRIS during an intensive measuring period. These pre-
liminary tests have been done using ozome as a passive
tracer in the SEF model and the results are very emn-
couraging. However, there appear to be problems with
the dynamics in SEF in the stratosphere and ozone being
lofted too high. Part of the problem is related to an initial
poor choice of levels added to the SEF. A 2 km vertical
resolution forecast run made recently gives better ozone
properties from SEF+C. Further work is planned with the
assimilation of ozone using SEF+C, i.e. the ozone will be
assimilated directly into SEF4C: the chemical model will
provide suitable constraints above (roughly) 10 mb where

chemical time constants for ozone are shorter than trans-
port time constants so that the evolution of the ozone
field will be more appropriate than at present.

Key words: ODIN; stratosphere; chemistry; ozone;
OSSE. )

1. INTRODUCTION

Chemical data assimilation of satellite measurements is
one means by which they can benefit from value-added
processing, i.e. it may be possible to transform an asyn-
optic and sparse 4D field into a more dense and relatively
more useful 4D field by using a dynamical model to trans-
late the measured information to other points within the
domain while constrained by the error field. However, for
certain species in particular regions, such as ozone above
10 mb, the measured species may be under photochem-
ical rather than dynamical control. Thus by adding a
validated chemical model as an additional constraint it
may be possible to control errors.

With this in mind, the research version of the Cana-
dian Meteorological Centre’s (CMC) forecast model, SEF
(Ritchie & Beaudoin 1994) is being used to provide a ba-
sis for a chemical-dynamical data assimilation for ozone
and other species. The preliminary version is being ap-
plied using CMC’s 3DVAR assimilation system to test the
viability of ingesting ozone profiles, in particular, those
expected to be retrieved from the ODIN satellite mission.
We first briefly describe the ODIN mission and experi-
ments, then the model used for the nature run, followed
by the 3 different OSSEs attempted and finally the results
obtained so far.

2. THE ODIN MISSION

The ODIN satellite is a joint astronomy/aeronomy mis-
sion led by the Swedish Space Corporation that is due to
be launched in the fall of 1999. It is a collaborative effort
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between Sweden, Canada, Finland and France. There are
two bore-sighted instruments aboard which will view the
limb in the direction of the orbit. The prime instrument
to be used by both the astronomy and aeronomy teams
is the sub-millimetre radiometer, SMR. Canada’s contri-
bution is an optical spectrograph and IR imaging system,
OSIRIS, which will be used just for aeronomical studies.
ODIN aeronomy science objectives focus on springtime
stratospheric polar ozone loss with an emphasis on the
boreal vortex. But the vertical extent of the region that
can be sensed by the instruments will permit studies of
coupling between the stratosphere and mesosphere. In-
vestigations of the formation of Polar Mesospheric Clouds
{noctiluscent clouds) and PSCs will also be undertaken.

The mission time will be split equally between astronomy
and aeronomy but will not be distributed evenly through-
out the year. Because of the seasonal nature of the atmo-
spheric objectives the aeronomy program will have several
sequences devoted 100% to atmospheric measurements.
In particular, there will be measurement intensives dur-
ing the boreal and austral spring times when PSC pro-
cessing and associated ozone loss is important. At most
other times of the year there will be one day of aeron-
omy measurements followed by two days of astronomy
measurements.

The SMR will measure thermal emission from the limb
in 1 GHz bands near 119, 494, 557, and 575 GHz with
1 MHz resolution. Thus it will be possible to obtain data
24 hours per day. Inversion of the radiances will provide
vertical profiles of an interesting suite of minor species
such as ClO, CO, NO, NO,, NaO, HO,, HO204, H,0,
HDO, H,0'8, HNO3, 038, 03°: 0,, temperature and
pressure will also be inferred. However, not all of this data
will be available at all times due to the limited number
of channels.

By applying the differential optical absorption spectroso-
copy (DOAS) technique to the spectra of the scattered
sunlight from the limb in the 300-750 nm region and ap-
propriate inversion techniques it will be possible to ex-
tract profile information on ozone, NOj, BrO profiles:
temperature and pressure and information on aerosols
will also be available. Clearly, the OSIRIS data will only
be for sunlit periods.

The limb will be scanned by nodding the whole satellite
up and down. This will take approximately 2 minutes
and this will provide a minimum of about 720 profiles of
ozone per day from the SMR instrument if focussed con-
tinuously on ozone measurements. The UV-vis spectro-
graph will be able to measure ozone profiles using scat-
tered light during daylight periods and the IR imager
will be able to extend these measurements in height and
time. Detailed forward modelling indicates that ozone
retrievals should be accurate to ~ 5-15%, depending on
the altitude, between 15 and 50 km and this information
has been incorporated into the OSSEs.

The Odin orbit will be a neatly circular 600 km sun syn-
chronous orbit with an inclination of 97.8° and will cross
the equator at local times of 6:00 (ascending) and 18:00
(descending). It is a 3-axis spacecraft stabilized with mo-
mentum wheels and gyros with a pointing accuracy of

=+ 15 arcsec while staring and + 1.2 arc while scanning.
The expected lifetime of the mission is two years.

3. THE CHEMICAL MODEL AND NATURE RUN

The basic dynamical model used is the Canadian Mete-
orological Centre’s (CMC) SEF (spectral element finite)
weather forecast model (e.g., Ritchie & Beaudoin 1994)
with the top extended from 10 mb to 1 mb for the results
shown here. The version used in these calculations uses
a modified sigma coordinate and the model levels used
for the nature run are those shown in Figure 1 of Gau-
tier et al. (1999). The chosen levels proved rather coarse.
However, in spite of this the final results are illuminating.

In order to use the model in the stratosphere there have
been several improvements most of which are described
in Kaminski et al. (1999). An improved semi-Lagrangian
transport scheme which is monotonic and positive definite
was been added and tested (Ritchie 1991, and private
communication, 1998).

Above about 10 mb the ozone distribution is controlled
more directly by chemistry than dynamics and in or-
der to capture this behaviour it is important to have a
chemical model. Thus a comprehensive chemical scheme
(de Grandpré et al. 1997) with 36 prognostic species and
~ 130 reactions has been added which is also described in
Kaminski et al. (1999). For these tests discussed herein,
the chemistry is on line but not interactive. The rate con-
stant data and photolysis cross sections are taken from
DeMore et al. (1994) and references therein except where
noted. The hydrolysis reactions of N3Os and BrONO,
have been included as well as a background field of strato-
spheric aerosols.

The method of solution that we adopt for this suite of
equations has been tested in a box model and discussed
by Sandilands & McConnell (1997) and its implementa-
tion in the Canadian Middle Atmosphere Model (Beagley
et al. 1997) has been described by de Grandpré et al.
(1997). The photolysis values are computed by a table
lookup method.

Operator splitting is used to calculate the new chemi-
cal fields. Currently every species is transported, even
those that are in local photochemical steady state. This
is perhaps a little inefficient but we feel that it is more
than compensated by the simpler logistics of handling
each transported species in the same manner.

The meteorological conditions applied are a combination
of CMC OA data up to 700 mb while above this level
UKMO OA data (Swinbank & O’Neil 1994) has been
used. The model was first run for 40 days of chemical
spin-up using four 10-day forecasts followed by a 31 day
integration from 26th June to 27th July, 1995, with the
meteorological conditions updated every day. The chemi-
cal species mixing ratios are not altered during the inges-
tion of the OA, i.e. it is solely a meteorological restart.
Chemical initial conditions for the long lived species have
been taken from the CMAM model or from a 2D model
as necessary.



Chemistry is applied from 500 mb to the top of the model
and for the nature run the SEF+C has been run at T63
(128x64). The resolution adopted has been largely lim-
ited by the number of chemical species solved for.

The two-week zonal and temporal average of the ozone
mixing ratios, in parts per million by mass (ppmm), from
the nature run are presented in Figure la while Figure 2a
shows the standard deviation (SD) for the same time pe-
riod. For the following discussion we have used this latter
quantity as one measure of temporal and spatial variabil-
ity of the solution. We have also used a more compre-
hensive empirical orthogonal function (EOF) analysis for
these results which reveals similar behaviour (G. Brunet,
private communication, 1998).

The ozone mixing ratios shown in Figure la are quite
reasonable below 10 mb. The latitudinal location of the
ozone peak at the 10 mb level is roughly correct location
for the Sun in the northern hemisphere. The SDs are
~ few percent. However, above 10 mb, because of the
poor vertical resolution the peak in the ozone mixing ratio
is spread between 1 and 10 mb whereas it should peak
about 10 mb (cf., de Grandpré et al. 1997). This can be
seen in Figure 3 which shows the results from a 12 day
forecast of SEF+C with ~ 2 km resolution above about
20 km. The ozone peak is placed at the correct height
and the general structure is correct. This resolution will
be used for future work.

4. THE OBSERVATIONAL SYSTEM SIMULATION
EXPERIMENTS

For these observational system simulation experiments
(OSSE) we have used the SEF4+C to provide the ozone
mixing ratios (omr) for the nature run and thus act as ‘at-
mospheric truth’. The omr information is extracted from
the nature run by ‘flying’ the ODIN satellite over the 4D
field and allowing it to scan the model limb. The retrieval
is simplified in this case and is done by taking the ver-
tical profile of omr’s from the horizontal location of the
mid-point of the scan. The error profile and confidence
limits adopted are based on the geometrical factors asso-
ciated with the observations as well as an assessment of
retrieval errors from the the OSIRIS and SMR retrievals
(Tan McDade and Donal Murtagh, private communica-
tion, 1998). Finally, the synthetic ozone satellite data is
assimilated into SEF every 6 hours, run at T119, using
3DVAR (Gautier et al. 1999). For these first experiments
ozone was assimilated as a passive tracer. In future work
the assimilation will be into SEF4-C.

We report on three different OSSEs that mimic the possi-
ble observing constraints of the ODIN mission. Our first
OSSE, OSSE A, was based on profile information being
available for 24 hours each day for the assimilation period
of one month. This is equivalent to having the data from
the SMR and OSIRIS available during the measurement
intensives. OSSE B is representative of the non-intensive
measurement periods when the SMR and OSIRIS ozone
data will only be available every third day, the other two
days being directed towards astronomical observations.
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As has been noted above the SMR may not always be
assigned to measure ozone. However, the OSIRIS will still
be measuring ozone but only during the day lit periods.
With the assumption of a measurement intensive, i.e.,
data every day, this constitutes the scenario for OSSE C
where ozone profiles will only be associated during the
day lit period. Since the assimilation is during July there
will be no sunlight over the austral pole and this will be
reflected in the assimilated data.

Figure 1b shows the two week zonally averaged profile
for OSSE A where it can be seen that the assimilation of
the profiles is constraining the passive tracer to resemble
the main features of the nature ozone distribution. One
of the features that is quite similar is the location and
magnitude of the peak mixing ratio. Also a comparison of
Figure 2b with Figure 2a shows that the SD distribution
is quite similar so that individual zonal slices should be
quite similar. We return to this later.

The zonally averaged ozone for OSSE B is presented in
Figure 1c. Comparison with Figure 1b shows that the in-
gestion of data every third day produces, not unexpect-
edly, results inferior to that of OSSE A. However, the
main features in these average results are captured, al-
though the peak region is now more diffuse. The biggest
differences appear in the SD contours shown in Figure 2c.
The region of maximum variability about 5 mb and 30°N
is smaller and the variability around 20 mb has increased
by a factor of 2 to 4 depending on the latitude. However,
we note that the magnitude of the variation is still quite
small, ~ 3-5%.

The results for OSSE C zonally and temporally averaged
ozone mixing ratios are shown in Figure 1d and the asso-
ciated SDs in Figure 2d. This assimilation appears quite
to that for OSSE A, even to the pattern of the SD exhib-
ited.

We have noted above that the SD plots are, to some
degree, a measure of the spatial and temporal variabil-
ity and the more similar they are for the various OSSEs
and the nature run the better the agreement is likely to
be. We also noted that the SDs were only ~ a few per-
cent. Thus in Figure 4 we show a horizontal snapshot
of ozone mixing ratios in parts per million by volume
(ppmv) at 22 mb. Bearing in mind that the assimilation
of the observations is at higher resolution that that of
the nature run (T119 vs T63) we see that there is a great
deal of similarity in the structures in the snapshots. In
a qualitative sense there is more similarity between the
OSSE A and OSSE C than for OSSE B. Presumably the
major differences between the nature run and OSSE A
are attributable to the higher dynamical resolution of the
OSSE.

5. CONCLUSIONS AND FUTURE WORK

These preliminary OSSE experiments have fulfilled two
main purposes. One, they have tested the CMC’s 3DVAR
system for ingesting ozone profiles using synthetic satel-
lite data. Second, they have shown that the ozone data
from ozone either from measurement intensives or from
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the ‘standard’ operating conditions either using the SMR
or OSIRIS instruments will be able to be usefully assim-
ilated which will be an invaluable tool for extending the
impact of the measurements.

Regarding future work: One of our first goals will be to
redo the nature run with improved vertical resolution and
repeat the OSSEs discussed above. Additionally, it would
be useful to repeat the assimilation with the column ozone
derived from the nature run.

Simultaneously we wish to proceed to our original goal
of using the SEF4C for the assimilation process and also
address the possibility of assimilating other species that
will be measured by the ODIN satellite such as N5O,
CH4, HNOg3, H20 etc.
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Figure 1. Zonally and temporally averaged ozone miz-
ing ratios for the last 2 weeks of the assimilation period
(ppmm). (a) The nature run, (b) OSSE A, (c) OSSE B
and (d) OSSE C. See text for details.
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Figure 2. Standard deviations associated with the ozone
profiles shown in Figure 1 for the last 2 weeks of the
assimilation period (ppmm). (a) The nature run, (b)
OSSE A, (c) OSSE B and (d) OSSE C. See text for de-

tails.
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Figure 3. Zonal snap shot of ozone mizring ratios after a
12 day forecast run using SEF+C at 2 km stratospheric
resolution. Ozone mizing ratios in ppmv.

Figure 4. Horizontal slice of ozone miring ratio in ppmy
Jor the last data of the assimilation period at 20 mb for
(a) the nature run, (b) OSSE A, (c) OSSE B and (d)
OSSE C.
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INCREASED STRATOSOPHERIC RESOLUTION IN THE ECMWF FORECASTING SYSTEM

Agathe Untch, Adrian Simmons, Mariano Hortal, Christian Jakob and colleagues

European Centre for Medium-Range Weather Forecasts, Shinfield Park, Reading, Berks, RG2 9AX, UK
(email: adrian.simmons @ecmwf.int; tel: (44)-1 18-949-9700; fax: (44)-118-986-9450)

Abstract

ECMWF has been developing versions of its model and
data assimilation system with finer and more extensive
vertical resolution in both the stratosphere and the
planetary boundary layer. In particular, 50- and 60-level
versions (differing primarily in their boundary-layer
resolution) have been extensively tested in data-
assimilation, forecasting and climate-simulation
experiments. The 50-level version is currently
undergoing near-real-time trials with a view to
operational implementation early in 1999, and
replacement by the 60-level version is expected later in
the year. Some stratospheric aspects of the results of the
experimentation are presented here, showing in particular
much improved forecasts in the lower stratosphere and
much improved simulations of stratospheric humidity, in
part due to inclusion of a simple representation of
moistening due to methane oxidation. The improved
stratospheric resolution is being utilized in development
of the system for ozone data assimilation and forecasting.

1. Introduction

The operational forecasting model of ECMWF uses a
hybrid vertical coordinate that reduces smoothly from a
terrain-following coordinate in the lower troposphere to a
pressure coordinate in the lower stratosphere (Simmons
and Burridge, 1981; Simmons and Striifing, 1983). Since
September 1991, a 31-level resolution has been used
operationally (Ritchie et al., 1995), with levels distributed
as shown in the left-hand portion of Fig. 1. The top four
levels are located at pressures of exactly 10, 30, 50 and
70hPa, and the pressures at the next two levels depend
only slightly on surface pressure, being within 0.1hPa of
90hPa and 1hPa of 110hPa.

A 50-level version of the model, illustrated in the right-
hand portion of Fig. 1, is currently undergoing pre-
operational trials. The distribution of levels is identical to
that of the 31-level version below 150hPa, and levels
between 60 and ShPa are close to equally-distributed in
height with a spacing of 1.5km. The spacing increases
above the ShPa level and the top level is at 0.1hPa.

Earlier experimental work was carried out using a 43-
level resolution, with a top level at 0.05hPa and a layer-
spacing which increased much more rapidly with
increasing height in the lower and middle stratosphere.
This version performed satisfactorily in initial data
assimilation and forecasting tests, but was found in
extended-range  simulations to form a quite
unrealistically strong and persistent westerly jet in the
tropical stratosphere. It was this that led to the
development of the 50-level version of the forecasting
system in which the more-uniform spacing of levels in

the lower and middle stratosphere was sufficient to avoid
the persistent strong westerlies. In the meantime, work on
ozone modelling and assimilation (discussed by H6lm
and Timmermans at this workshop) has continued using
the 43-level resolution.

0.1—‘ 1

0.3 2

0.5

Pressure (hPa)
Level number

Fig. 1. The distribution of the full model levels at which wind,
temperature and humidity are represented, for 31-level (left)
and 50-level (right) vertical resolutions, plotted for surface
pressures which vary from 1013.25 to 500 hPa.

Independently, a study of increased vertical resolution in
the planetary boundary layer and lower troposphere has
yielded promising results (Teixeira, 1999). This has led
to construction of a 60-level version with stratospheric
resolution similar to that of the 50-level version (but with
a minor rearrangement of levels), and with the main
resolution increase in the planetary boundary layer and
immediately above. This will form the basis for further
development, as discussed in the concluding section of
this paper.

2. Revisions to the forecasting system

A number of problems had to be addressed in developing
the versions of the forecasting system with improved
stratospheric resolution, and these versions have
benefited also from some other developments of the
forecasting system. Several of the beneficial changes
have already been introduced into the operational 31-
level version of the system. These include revisions of the
radiative parametrization, the two-time-level semi-
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Lagrangian advection scheme, the calculation of
saturation specific humidity at low temperatures, the
analysis of humidity and the climatological distribution
of ozone.

Several other changes have been included in the
experimental versions. Rayleigh friction has been
introduced at the uppermost few model levels to ensure a
broadly realistic simulation of the mean circulation close
to the stratopause. Changes have been made to
parameters in the semi-implicit scheme to remove noise
arising from weak computational instabilities. The non-
linear normal-mode initialization used in the 31-level
version at several points within the incremental four-
dimensional variational data assimilation (4D-Var;
Rabier et al., 1997) has been switched off to avoid large
initialization changes at high levels arising from the large
amplitudes of the normal modes at low pressures. In
addition, a representation of the high-level moisture
source due to methane oxidation has been introduced.
The specification of this is set out in section 4.

It was also necessary to compute, for each new vertical
resolution, new sets of balance operators and background
error covariances for the data assimilation (Bouttier et al.,
1997). These are derived in general from sets of
differences between two- and one-day forecasts verifying
at the same time. The first set of 50-level forecasts used
for these calculations was based on initial conditions
formed by merging 31-level ECMWF analyses with
UKMO stratospheric analyses (Swinbank and O’Neill,
1994), with upper-level errors reduced to counter effects
of incompatibilities between the ECMWF model and the
UKMO analyses. These background statistics were used
for two periods of data assimilation and forecasts. A
revised set of statistics was then computed from these 50-
level forecasts.

3. General performance of 50-level system

Data assimilation has been carried out continuously since
15 May 1998 with one for or other form of the 50-level
system, and 50-level assimilations have also been run for
December 1997 and most of January 1998.

Results show clearly that the enhanced stratospheric
resolution provides substantially better analyses and
forecasts at stratospheric levels up to 10hPa, where
comparison can be made with results from the standard
31-level system. An example of fits of 30hPa
temperatures and winds to radiosonde measurements is
presented in Fig. 2. The fits are computed as an average
over 165 days of experimentation run with the original
background statistics; in experiments carried out over a
subset of these cases, slightly better stratospheric fits are
found for the 50-level system using the revised
background statistics. The 50-level analyses (day 0) and
forecasts (throughout the range to day 10) can be seen in
Fig. 2 to be clearly better than the 31-level analyses and
forecasts as judged by the fit to radiosonde data. Similar
plots for other areas and other stratospheric levels, and
for forecasts verified against analyses, confirm the
generally superior performance of the 50-level system.
The only notable exception is in the tropical stratosphere,

where the 50-level forecasts exhibit a larger growth of
bias in temperature, although temperature analyses (and
wind analyses and forecasts) are nevertheless better from
the 50-level than from the 31-level system.

Synoptic assessment of the stratospheric forecasts for the
northern hemisphere winter period confirms the better
performance of the 50-level system. Fig.3 presents an
example. The upper panel shows the analysis at 10hPa
from the 50-level system for a day on which there was a
marked elongation of the polar vortex. The
corresponding analysis from the 31-level system is
largely similar. The seven-day forecast verifying on this
day from the 50-level system captured quite accurately
the elongation of the vortex, whereas the 31-level system
predicted an erroneous strong vortex centred over
northern Canada and a weaker circulation over Siberia.
This is a pronounced case, but examination of the whole
winter period shows that the stratospheric forecasts from
the 50-level version (or indeed, the rather similar
forecasts from the 60-level version) are almost invariably
better synoptically than those from the 31-level version in
depicting features such as the strength and position of the
Aleutian high or the shape and orientation of the vortex.
Dramatic synoptic improvements are also being seen in
the current near-real-time trial of the 50-level system.
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Fig.2. Root-mean-square errors of 30hPa temperature and
vector-wind analyses (day 0) and forecasts (days 1 to 10)
verified against radiosonde measurements over the
extratropical northern hemisphere, averaged over a set of 165
cases run with 50-level (red, solid) and 31-level (blue, dotted)
vertical resolutions.
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A

Fig. 3. The 10hPa height analysis for 12UTC 14 January 1998
from the 50-level version (upper), and seven-day forecasts
verifying on this date from the 50-level (middle) and 31-level
(lower) versions of the forecasting system. The contour interval
is 160m.

A comparison of the zonal-mean zonal flow for October
1998 from the 50-level analyses with that from the
UKMO stratospheric assimilation system is presented in
Fig. 4. Differences in the troposphere should be
disregarded, as the averaging was performed on model
coordinate surfaces (terrain-following in the troposphere)
for the ECMWF analyses and on pressure surfaces for the
UKMO analyses. There is a reassuring agreement
between the two sets of stratospheric analyses in the
extratropics, where the only difference of note occurs
close to the stratopause in the southern hemisphere.
Differences in the tropics are, however, more marked.
The easterly maximum located at about 40hPa is more
than Sms™! stronger in the mean ECMWF analysis, and
this analysis has a westerly maximum stronger than
25ms™! above 10hPa, in a region where the UKMO
analysis has easterly flow. It is not surprising that
differences are largest in this region, both because of the
difficulty in modelling the quasi-biennial oscillation
(QBO) and because of the paucity of radiosonde wind
observations and limited extent to which the wind
analyses in the tropics can be controlled by assimilation
of satellite radiance measurements. There is evidently a
need for further study of the realism of the tropical
stratospheric wind analyses from the new system,
particularly to examine performance over the complete
cycle of the QBO.
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Fig. 4. Meridional cross-sections of zonal-mean zonal wind
averaged for the month of October 1998 from experimental 50-
level ECMWF analyses (upper) and from the stratospheric
analysis system of UKMO (lower). Red contours denote
westerlies, blue contours easterlies, and the contour interval is
SmsL. Tropospheric differences should be disregarded.
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Fig. 5 presents objective verification of 500hPa height
forecasts from the 50- and 31-levels systems. It is based
on the extensive sets of forecasts available with the
original background statistics; the average is over the 154
forecasts that can be verified against analyses produced
using the same model version as used to provide initial
conditions. The 50-level version gives better mean
verification scores throughout the medium range.
Although differences may appear small to the general
reader, they are seen to be quite significant when
interpreted in the context of the long-term evolution of
forecast skill, which has seen an increase by the order of
one day per ten years in the forecast range at which the
anomaly correlation falls below 60%.
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Fig. 5. Anomaly correlations of 500hPa height averaged over
154 cases run with 50-level (red, solid) and 31-level (blue,
dotted) vertical resolutions, for the extratropical northern
(upper) and southern (lower) hemispheres.

Repeating a subset of the forecasts included in Fig. 5 with
the revised background statistics gives very similar
hemispheric verification scores for the 50-level system,
but some marked regional differences. In particular, an
improvement found over Europe in the original 50-level
experiments largely disappears with the revised
background statistics, whereas the converse is the case
for North America. Further study of the specification of
the background statistics is evidently needed and is
planned (see later). For the time being, the 50-level
system using revised background statistics that is

undergoing near-real-time parallel trials is expected to
yield substantial improvements in  operational
stratospheric products and some small improvement in
tropospheric products, with further improvements
expected from additional work to be carried out after
operational implementation.

4. A simple treatment of methane oxidation

A particular deficiency of ECMWF analyses and
simulations of the stratosphere has been excessive
dryness because of the absence of a representation of the
high-level source of water vapour due to the oxidation of
methane (Simmons et al., 1999). This has been confirmed
by a recent 19-year simulation using observed surface
boundary conditions for the years 1979-1997, carried out
as a contribution to the second phase of the Atmospheric
Model Intercomparison Project (AMIP; Gates, 1992). A
50-level integration of the model carried out using T63
horizontal resolution dried gradually over the first decade
of integration, leading to upper stratospheric specific
humidities around 1.7-1.8mg/kg that were maintained
over the second half of the integration period. This is not
unreasonable in the absence of methane oxidation as the
asymptotic level corresponds to a mixing ratio of around
2.8ppmv, giving a value of 6.2ppmv when twice the
tropospheric methane mixing ratio of 1.7ppmyv is added.
Photochemical calculations and observations (e. g.
Brasseur and Solomon, 1984; Bithell et al., 1994)
indicate that the sum of the mixing ratio of water vapour
and twice that of methane is approximately constant in
the stratosphere (away from the region of precipitation in
the cold Antarctic polar night), with a value close to or a
little above 6ppmyv.

A simple parametrization of the moistening due to
methane oxidation has thus been developed. The basic
assumptions of the scheme are that the volume mixing
ratio of water vapour [H,0] increases at rate 2k,[CH,]
and that there is a steady balance between the mixing
ratios of methane and water vapour:

2[CH,] + [H,0] = 6ppmy
The rate of increase of water vapour (in ppmv) is then
k(6 - [H,0])
In terms of specific humidity, ¢, the source is
ki (Q-q)
where Q has the value 3.75mg/kg.

For completeness, an extra photolysis term —kyq is
included in the mesosphere, although it has little effect
for the 50- and 60-level resolutions discussed here.

ky and k, are specified as functions of pressure, with k,
taking the value (100 days)™! at pressures below 1hPa.
The vertical profiles of &, and k, are chosen such that
the dependence on altitude of the combined
photochemical lifetime, (ky + k2)—1 , shown in Fig. 6, is
similar to that presented by Brasseur and Solomon(1984).
The slow time scale of the process in the stratosphere
enables latitudinal and temporal variations in relaxation
rate to be neglected.
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5. Stratospheric humidity in simulations and analyses

A new AMIP simulation has been run including the
parametrization of methane oxidation. The 60-level
vertical resolution was used for this run. After an initial
adjustment period of several years, the stratospheric
humidity in this simulation exhibits a fairly regular
annual cycle. Latitude/pressure sections showing 15-year
means for January, April, July and October are presented
in Fig. 7. These sections may be compared, for example,
with the sections compiled from observations from the
HALOE and MLS instruments on the UARS satellite by
Randel et al.(1998). Such comparison indicates a
generally satisfactory performance of the model, which
successfully captures the dryness both of air entering the
stratosphere in the tropics in the boreal winter and of air
in the cold Antarctic lower stratosphere in austral winter
and spring. The consequences of a general ascent of
relatively dry air throughout the tropical stratosphere, and
the net high-latitude wintertime descent of air moistened
by methane oxidation can be clearly seen. The model is
unable to represent a drying of the winter polar upper
stratosphere seen in the observations as it does not have
the resolution to represent correctly the descent of dry air
from the mesosphere into this region. The data from the
simulation was stored only on standard pressure levels,
which makes it difficult to track precisely the upward
transfer of the annual cycle in water vapour (the “tape-
recorder” effect discussed by Mote et al., 1996), but the
simulation is generally drier in the tropical middle
stratosphere by some 10-20% compared with UARS
data, which may be due to a difficulty in representing
accurately over a long period of time the vertical
advection of humidity by the very slow mean tropical
ascent (Simmons et al., 1999).

A realistic simulation of stratospheric water vapour is
dependent on the model not producing excessively cold
temperatures, and thus excessive condensation, in the
polar winter stratosphere. This has been a problem in
earlier simulations produced by ECMWF models and by
other models. Fig. 8 compares temperatures at 10hPa
from the final years of the 60-level AMIP simulation with
analysed temperatures from the corresponding years of
the UKMO stratospheric analyses. The former are
available only as monthly means; the latter are plotted as

daily values. The simulation is evidently quite successful
in representing both annual cycles and interhemispheric
differences, and in particular does not produce too cold a
winter pole. Winter polar temperatures are if anything
slightly warmer than analysed (or observed, based on a
limited comparison with radiosonde data at 50hPa from
the South Pole). Underestimation of the relative warmth
of the summer pole is rather more marked.
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Fig. 7. Meridional cross-sections of zonal-mean specific
humidity for January. April, July and October from a 60-level
AMIP simulation. Each section is a 15-year average for 1983-
1997.
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Fig. 8. Time/latitude section comparing simulated (monthly-mean) and analysed (daily) zonal-mean 10hPa temperatures.

No observations of stratospheric humidity are
assimilated in the ECMWF system. Humidity simply
evolves during the assimilation according to the model’s
dynamical and parametrized physical processes, with
winds and temperatures (and tropospheric humidity)
constrained by the analysis process. The parametrization
of methane oxidation was activated on 17 June 1998 in
the data assimilation cycles using the 50-level version of
the model. As only about six months have elapsed since
then, the stratospheric analyses have not yet become fully
adapted to the change. It is nevertheless instructive to
compare 31-level and 50-level analyses. Meridional
cross-sections of zonal-mean specific humidity averaged
over the last week of November and the first week of
December are shown in Fig. 9.

The influence of the parametrization of methane
oxidation on the 50-level system is seen predominantly
above 10hPa, although as the northern winter proceeds
we expect to see relatively moist air from the upper
stratosphere descending to lower levels. Below 10hPa,
the differences between the two analyses shown in Fig. 9
arise mostly from the resolution difference. A particular
deficiency of the 31-level analyses identified by
Simmons et al.(1999) was a much too rapid upward
transfer of relatively moist or dry air introduced at the
tropical tropopause. A slower, more realistic transfer was
seen in a simulation with the 50-level version of the
model, although upward transfer and attenuation in the
deep tropics was still stronger than observed. Fig. 9
indicates that the improvement seen in the 50-level
simulation carries over into the 50-level analyses.
Relatively moist air was introduced into the stratospheric

analyses in the boreal subtropics over the summer, and by
December the maximum in humidity has reached 10hPa
in the analyses from the 31-level system, and is still
below 30hPa in those from the 50-level system. The
maximum is located further north in the 31-level system,
and much more moistening of the northern extratropics
has taken place in this system. In addition, the 31-level
system is drier than the 50-level system at 10hPa at high
southern latitudes. This appears to be due partly to colder
10hPa temperatures (and more condensation) in winter
and early spring in the 31-level system and partly to
descent of moister air from the upper stratosphere in the
50-level system. By December, however, there is mean
ascent at high latitudes (as occurs also in the AMIP
simulation shown earlier), this acting to dry the middle
stratosphere in this region and season.

A set of maps showing daily analyses of humidity over
the southern hemisphere is presented in Fig. 10 for the
period 30 November to 5 December. Fields are shown at
the model level close to S1hPa for the 50-level system.
The driest air is located in the decaying, perturbed
westerly vortex, where dehydration by the parametrized
condensation process occurred earlier when temperatures
were sufficiently cold. The maps show evolving
filamentary structure in the humidity field, and
indications of mixing. Observations of fields which
behave largely as passive tracers can be used effectively
to extract information on the wind field in a 4D-Var
assimilation system. This is a prime motivation for the
work to include stratospheric ozone as a variable of the
ECMWEF system.
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6. Plans

The immediate goal of present work is the operational
implementation of the 50-level version of the forecasting
system early in 1999. Included with this will be the new
fast radiative transfer model for the assimilation of
radiance data from satellites discussed by Karcher at this
workshop. This has been included in the near-real-time
trials currently taking place. The enhanced stratospheric
resolution is an essential feature of a new system for the
assimilation of raw radiances from the TOVS and new
ATOVS instruments, as the system relies on model
background fields that cover the whole of the troposphere
and stratosphere. This system is expected to be
introduced into operations in conjunction with, or soon
after, the 50-level system.

Further development is being concentrated on the 60-
level system. Investigation of the specification of
background error statistics will be carried out along with
a revision of the specification of observation errors,
which is known to have deficiencies (Jirvinen, personal
communication). The assimilation of ozone data will be
adapted to use the 60-level resolution. The aim is for
operational implementation later in 1999. A further aim
is to use the 60-level system including ozone assimilation
in a reanalysis of the observations available for the period
from 1957 to the present day. Amongst other
applications, the reanalyses and new operational analyses
should provide the basic meteorological fields of good
quality needed for further studies of stratospheric
chemistry, particularly studies utilizing the wealth of data
from recent and forthcoming satellite missions.
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THE IMPACT OF VERTICAL TRANSPORT ON OZONE ANALYSES
BASED ON TOTAL OZONE MEASUREMENTS
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ABSTRACT

The Canadian 3D-var assimilation system has been
used to produce univariate ozone analyses based on
total ozone measurements retrieved from TOVS data.
The assimilation experiments were driven by a
modified version of the operational global spectral
model used at the Canadian Meteorological Centre
(CMC). Ozone is treated at first as a passive tracer and
the background-error statistics were determined from a
time-series of lagged forecasts (the NMC method)
to provide variances of ozone defined as a function of
latitude and pressure while the correlations are taken
to be horizontally homogeneous and isotropic.
The resulting total analyses compare well with those
from NCEP but the vertical distribution shows some
deficiencies after a week into the assimilation cycle.
When only total ozone measurements are used, the
vertical distribution in the analysis relies entirely on the
structure functions introduced in the 3D-var. The
background-error variances were changed to
correspond to the climatological distribution of ozone
so that the analysis was acting as a source of ozone
which was at least climatologically correct. Ozone being
transported incorrectly upwards, the analysis cannot
correct the ozone field once it is displaced at levels
where the variances become small. In this context, a
good analysis could only be obtained with a good
coverage of data providing some information about the
vertical profiles. Recently, a complex chemistry was
introduced in the model (Kaminski et al, 1998). A
preliminary analysis of the resuits indicates that the
vertical transport is still displacing too high the ozone
maximum. A global grid-point model has been used
instead of the spectral model and the characteristics of
the vertical distribution has been found to be quite
different from that of the spectral model.

1. INTRODUCTION

Measurements of ozone profiles are very few and
come from a sparse network of ozonesondes, Lidar
measurements or other ground measurements. On
the other hand, satellite measurements provide a
large number of measurements, mostly of total
ozone only. The production of an analysis of total
ozone only requires that the transport of ozone be
done correctly. In Levelt et al. (1996), a 2D
advection of total ozone is done by prescribing the
2D wind field to correspond to those at the 250 hPa
levels that were found to be optimal. It is better to
advect the complete ozone field and this is what will
be done here.

To what extent is the data assimilation process
capable to reconstruct the full 3D distribution of
ozone from total measurements only is one question
to which some answers will be sought. This
redistribution is highly dependent on the
background-error covariances used in the analysis
and also on the dynamics resolved by the model.
The paper describes first in section 2 the
assimilation system. Section 3 presents the total
ozone analyses obtained while section 4 focusses on
the vertical distribution of ozone in those analyses.
Finally we conclude in section 5 by presenting the
work being currently done at AES on the production
and use of ozone analyses.

2. DESCRIPTION OF THE ASSIMILA-
TION SYSTEM

The assimilation has been done using a modified
version of the 3D-var assimilation system used
operationally at CMC since June 1997 to produce its
operational forecasts (Gauthier et al., 1998b;
Laroche et al. 1998). The model used in the
assimilation cycle is a T199 spectral model
comprising 29 levels in a “hybrid” vertical
coordinate. This is a modified version of the
operational model used at CMC until October 1998
for global analyses and forecasts (Ritchie and
Beaudoin, 1994).

a. Description of the model

The characteristics of the model are as described in
Ritchie and Beaudoin (1994) except that the terrain
following & = p/ps coordinate has been replaced by
a “hybrid” vertical coordinate that matches the o
coordinate at low levels while becoming closer to a
pressure coordinate in the stratosphere where it is
more appropriate. This coordinate 7 is defined as

1ot =0/ 4, pp)

with ps and pr being the pressure at the bottom and
the top of the atmosphere respectively. The levels
were taken to be spaced vertically as shown on
Fig.1: this was a configuration that had been
experimented with previously. Finally, the top of
the model has been set such that pp. = 1 hPa with .
= 0.001. Due to the increased wind velocities at
these levels, the time steps of the semi-Lagrangian
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algorithm had to be reduced to 900s (instead of the
original 1800 s). When a longer timestep is used,
noise was observed over mountainous areas like the
Andes.

It was beyond the scope of this project to develop
an assimilation cycle for all the dynamical variables
of the model. Instead, for winds, temperature and
specific humidity, the model was reinitialized every
24-hr using the 18 levels of the UKMO analyses
located above 700 hPa (Swinbank and O'Neill,
1994). The CMC analyses were used at 1000, 925,
850 and 700 hPa for which no analysis was
available from UKMO. The vertical levels are
equally spaced in Aln p in the stratosphere thereby
implying a uniform vertical resolution of
approximately 2 km in this region. Fig.1 represents
the vertical levels of both the analysis and the
model. The model interpolates the analysis to its
own levels before initiating its integration. It is
important to stress that the UKMO analyses are only
defined at low resolution. However, it is well
known (Orsolini ez al., 1997) that advection with
low resolution winds can nevertheless lead to ozone
fields with filamentary structure that require a high
resolution to be correctly represented. A horizontal
resolution of T199 was used to resolve the fine scale
structure of the ozone field.

b. Description of the variational assimilation system

A univariate analysis of ozone is performed using a
3D-var formulation of statistical interpolation. The
analysis increments are produced every 6-h on the
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Fig.1 Vertical distribution of the analysis (*) and model
(x) vertical levels.

pressure levels shown in Fig.1 and interpolated to
the model's grid and added to the high resolution
background field. The 3D-var requires the forward
model of the observation operator and its adjoint,
the latter being necessary to compute the gradient of
the cost function (see Gauthier er al., 1998b, for
more details). For the assimilation of total ozone
measurements, the forecast of ozone is first
interpolated vertically from the m levels to the
analysis pressure levels. The forward interpolation
then continues by interpolating horizontally the
ozone field to the observation location and then
integrating vertically this profile to obtain a model's
integrated ozone at this location.

With the top of the model being set at 1 hPa,
there is a difference between this integrated ozone
and the measured total ozone that includes a
contribution from the ozone above 1hPa. The
WOUDC data base comprises over 19,000 ozone
profiles from ozonesondes for which there is also a
total ozone measurement obtained from a Brewer
instrument. Fig.2 shows the ratio

Measured total Ozone
Integrated Ozone
as estimated from a fit to the data. The curve was
extrapolated to 1 hPa and gave a value of o = 1.005
which was used to convert total ozone to integrated
ozone.
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Fig. 2: Ratio between the total ozone measured by a Brewer
instrument and the corresponding integrated ozone
profile of ozone sondes reporting above a given level.
This ratio has been computed for a total of 19,324
ozone sondes from the WOUDC. The numbers on the
graph indicate how many sondes reported above this
level (only 49 report above 2hPa).

c. Estimation of the background error statistics

The innovations HX, ~y gives a measure of the
misfit between the observed total ozone, y, and its
model equivalent, HX, . The assimilation produces
a correction to the vertical profile to reduce this
misfit between the forecast and the observation. The
shape of the increments being determined by the
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Fig.3: Estimate of the characteristic lengths of the
horizontal correlations as a function of height.

background error covariances, those will control the
vertical distribution of ozone and the ability of the
assimilation at producing an analysis of the 3D
distribution of ozone is directly related to our ability
at correctly estimating the background error
covariances B. In Riishojgaard et al. (1992), an
ozone analysis was obtained by correcting the ozone
profile according to a prescribed profile that
depended on the level of the tropopause.

In a preliminary study done at AES by Génin and
Mereyde (1996), the same setting as described here
was used but with a lower resolution (T42) version
of the model. Forecasts were made using the
method of Riishojgaard to produce analyses out of
which 48-h forecasts were made. Using a lagged
forecast method (or NMC method) first proposed by
Hoffman and Kalnay (1983) and used by Parrish
and Derber (1992), Rabier et al. (1998), Bouttier et
al. (1997) and Gauthier et al. (1998a), a set of
vertical correlations were computed assuming them
to be homogeneous over the whole globe. As for
the horizontal characteristic length (Fig.3), they vary
with height, reaching a maximum value of 755 km
at the 20 hPa level. Details about this preliminary
work can be found in Génin and Mereyde (1996).
The resulting estimate of the standard deviation
shown on Fig. 4 is confined above the tropopause,
its maximum being around the level 10 hPa. The
low values observed near the top level are attributed
to the highest diffusion introduced in this layer.

The impact of the background-error covariances
on an analysis increment is shown in Fig.5 in
response to a single observation of total ozone.
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Fig.4: Estimate for the standard deviation of the zonal
average of ozone forecast error (in ppmv) obtained with
from a series of lagged forecasts (NMC method).
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Fig.5: Analysis increment in response to a single observation
of total ozone when the background-error standard
deviation corresponds to that shown in Fig.4.
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Fig.6: Same as Fig.5 but when the background-error
standard deviation of Fig.corresponds is modulated
according to the climatology.

There is a clear maximum located at 20 to 30 hPa.
This means that any misfit between the forecast and
the total ozone measurement will introduce ozone at
levels that are lower than the expected 10 hPa of the
climatology. To avoid this, the standard deviation
were modulated according to the climatology. Fig.6
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a. NCEP/NOAA analysis: Southern Hemisphere
TOVS Total Ozone Analysis
Climate Prediction Center/NCEP /NWS/NOAA
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Fig.7: Comparison of total ozone analyses for July 11, 1995.
Polar stereographic view of the Southern Hemisphere.
Top panel is a NCEP analysis obtained from observations
only, collected over a period of 24-h, bottom panel is the
3D-var analysis.

shows the response of the assimilation to a single
observation of total ozone in that case. The
maximum is now located around 10 hPa and the
analysis would be climatologically more reasonable
than the one obtained with the statistics of Fig.4.

3. TOTAL OZONE ANALYSES
Assimilation experiments using only TOVS total
ozone data have been made. The results from a one-

month assimilation cycle are presented for the period
extending from June 21, 1995 to July 21, 1995.
This period was chosen because of uninterrupted
availability of TOVS data within the CMC archives.
Fig. 7 compares the total ozone analyses on July 11,
1995 obtained with the 3D-var (bottom panel) with
total ozone analyses from NCEP derived from data
only collected over a period of 24-h (top panel).
Polar stereographic views over the Antarctic are
shown. The 3D-var analyses have local extrema that
agree well with the data quantitatively for the
amplitude and intensity. The 3D-var analyses also
show a finer structure in the horizontal distribution
that is considered to be more realistic of what one
would expect of the distribution of total ozone.
Since the data-only analysis comprises data over 24-
h, this makes it difficult to resolve such fine
structures.

The analysis shown in Fig.7 is representative of
all total ozone analyses obtained with the 3D-var.
Diagnostics based on the time evolution of these
analyses indicate that they do not show any
particular problem. Such is not the case with the 3D
ozone distribution as will be seen in the next
section.

4. VERTICAL DISTRIBUTION OF
OZONE

Relying only on total ozone measurements, the
vertical distribution of ozone is controlled by the
background-error covariances and by the dynamics
of the model. Using lagged forecasts generated by
the model, the variance estimate obtained with this
method does carry the signature of how the model
behaves. For instance, the presence of a sponge
layer near the top of the model is clearly seen in
Fig.4 which shows a significant decrease in
variance as one would expect in presence of
dissipation. As explained earlier, this particular
standard deviation field leads to an analysis
increment acting as a source of ozone at a level that
is too low. This is why the standard deviation was
chosen to be proportional to the climatology of
ozone. The proportionality constant was chosen so
that the background and the observations had about
an equal weight.

Fig.8 shows the zonal average of our ozone
analyses averaged over the last two weeks of the
assimilation to avoid the initial spin-up of the
assimilation cycle. The model places the maximum
of ozone around 3 hPa which is higher that that of
the climatological 10 hPa observed in July. Fig.9
shows a similar zonal average obtained from a
“nature” run in which the SFE model was coupled
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Fig.8: Zonal and time mean of the last two weeks of analyses based on the SFE model with ozone treated as a passive tracer. Only
total ozone data were used.
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Fig.9: Zonal and time mean of the last two weeks of the nature run based on the SFE model coupled to a full chemistry.
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Fig.6: Zonal and time mean of the analyses of simulated ODIN data of ozone profiles. Ozone was treated as a passive tracer in the
assimilating model.
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to a complex chemistry (Kaminski e al, 1998). The
presence of chemistry is beneficial to the ozone
distribution, the maximum settling now around 5-6
hPa. More careful diagnostics of the results seem to
indicate that there still is some problems with this
integration.

As a final experiment, an OSSE was carried out
and measurements of ozone profiles were generated
from this nature run (Kaminski et al., 1998). They
were subsequently assimilated with the SFE/3D-var
but without any chemistry. Fig.10 showns the zonal
mean of the resulting ozone analyses and they
compare quite well with that of the nature run
(Fig.9). From this we can conclude that treating
ozone as a passive tracer in data assimilation can
lead to analyses that seem to have a good vertical
distribution. It is of course important to remember
that this statement depends on the nature and quality
of the observed ozone profiles. Morevoer, these
results fall within the “close cousins” category
because the assimilating model has the same
dynamics as that used to create the nature run.

5. CONCLUSION

There are many reasons why the Canadian
Atmospheric Environment Service is interested in
ozone. In general terms, the monitoring of ozone
over the Arctic would be greatly improved if a
reliable assimilation of the data could be performed.
The assimilation system is also used in assisting the
developement of new instruments such as ODIN
and ORACLE, the latter being a laser instrument that
would provide measurements of ozone profiles with
a high vertical accuracy.

In this paper, a 3D-var assimilation system was
used to assimilate total ozone data. The model used
is a full model in which the dynamical variables are
restored to archived analyses from the UKMO. The
total ozone analyses agree well with those of NCEP
qualitatively and quantitatively but finer scale
structures can be observed in the 3D-var analyses
which are more representative of the instantaneous
total ozone field. The vertical distribution of ozone
is however incorrect in placing the maximum too
high. Introducing chemistry in the model has
reduced the problem but at the present time, it is felt
that the erroneous dynamics of the model is
detrimental to the simulation with chemistry.

Preliminary experiments have been conducted
with the global model that became operational at
CMC in October 1998. This model has quite
different characteristics than the spectral model used
in the experiments presented here. It is in this
context that conservative schemes for ozone are
studied altogether with the introduction of a “true”

hybrid vertical coordinate which reverts fully to
pressure in the stratosphere.
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ABSTRACT

A system for assimilation of observations of
ozone and other minor constituents with a three-
dimensional chemistry and transport model has been
developed in the Data Assimilation Office at the
NASA Goddard Space Flight Center. The primary
scope of the system is to provide reliable background
estimates of ozone profiles to users in the satellite
instrument community, but the datasets generated
by the system are expected to have applications in
a wide range of research areas. This article provides
an overview of the system design, along with sample
results from the validation.

1. INTRODUCTION

In recent years the application of advanced data as-
similation techniques typically developed for numer-
ical weather prediction (NWP) to observations of
ozone and other minor constituents has become a
field of intense activity. These techniques are useful
for generating regular gridded data from sparse, ir-
regularly, and heterogeneous observational datasets
(e.g. Levelt et al. 1996), and they may ultimately
lead to a more widespread use of constituent ob-
servations directly for NWP applications (e.g. Ri-
ishgjgaard 1996). A three-dimensional data assimila-
tion system for ozone observations oriented towards
the former of these applications has been developed
in the Data Assimilation Office (DAO) of NASA
Goddard Space Flight Center as part of the Goddard
Earth Observing System Data Assimilation System
(GEOS-DAS). The gridded ozone fields produced by
this system will be used as input to the retrieval al-
gorithms of a number of satellite-borne sensors. A
secondary objective is to use the system to generate
long-term ozone datasets for global change studies. It
is planned to modify the system for analyzing mea-
surements of other chemical species as well.

In this article an overview of the system will be given,
and its performance will be illustrated by sample re-
sults from the system validation. A more extensive
description of the prototype version is provided by
Riishgjgaard and Stajner (1998), while Stajner and
Riishgjgaard, (1998) contains a description of further

developed version, with particular emphasis on the
forecast and observation error covariance models. A
brief outline of future work related to the system con-
cludes the article.

2. THE DATA ASSIMILATION SYSTEM

The ozone data assimilation system operates in a way
that is similar to most meteorological systems: At the
analysis time, an equation is solved for the analysis,
based on a background state — generally a forecast
issued from the previous analysis - and the observa-
tions available at that time, under given assumptions
about the forecast and observations error character-
istics. ‘The analyzed state is propagated forward in
time by the forecast model until the next analysis
time, and the cycle is repeated.

In the ozone assimilation system, the analyzed as well
as the prognostic variable is the ozone mixing ratio.
Observations of related quantities can be assimilated
through the use of observation operators. The total
ozone column — which is readily observable both from
space and from the ground - is an example of such a
quantity.

2.1. The forecast model

The ozone mixing ratio u is forecast using the advec-
tion equation Rood et al. (1991):

6—#+6~V/,L:P—/LL, (1)

ot
where  is the velocity field, and the P and L terms
account for production and loss of ozone by photo-
chemical processes. The global model grid has a hor-
izontal resolution of 2° latitude by 2.5° longitude. In
the vertical there are 29 levels, the lowest 9 of which
are hybrid ¢ — p levels, while the remaining 20 (ex-
tending from 150 hPa to the top of the atmosphere)
are pressure levels.

The transport component of eq. (1) is solved us-
ing the flux-form semi-Lagrangian scheme of Lin and
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Rood (1996). The input to the transport model con-
sists of analyzed wind and surface pressure fields from
the GEOS data assimilation system (DAO 1996).
These fields are available every 6 hours and are in-
terpolated linearly in time to the model time. In the
first version of the system (Riishgjgaard and Stajner
1998), the values of P and L were tabulated ac-
cording to the net results from a two-dimensional
photochemical model as described by Douglass et al
(1996). As shown in the subsequent detailed valida-
tion (Stajner and Riishgjgaard, 1998), this lead to
a substantial bias in the upper stratosphere. Pend-
ing a solution to this problem, it was decided to run
the initial operational version of the system with no
active chemistry, i.e with P and L set to zero.

2.2. The ozone observations

Currently two types of ozone observations are used,
total ozone from the Total Ozone Mapping Spectrom-
eter (TOMS) and vertical ozone profiles from the
Solar Backscatter Ultra Violet instrument (SBUV).
Each of these instruments provides regularly dis-
tributed coverage of the globe within 24 hours, both
have been providing measurements since 1978, and
both have been validated extensively against other
ozone measurements (e.g. Fleig et al. 1988 for
TOMS; McPeters et al. 1994 for SBUV).

The TOMS instrument has flown on a number of
platforms since the launch of Nimbus-7 in 1978, and
at present (December 1998) Earth Probe TOMS is
operative. There are plans for a future instrument on
the Russian Meteor-3M satellite scheduled for launch
in the year 2000. The instrument operates in a cross-
track nadir scanning mode, and on most platforms
it provides full coverage of the sunlit portion of the
globe once every 24 hours. For the Nimbus-7 orbit,
the nadir pixel size is on the order of 50 by 50 km,
increasing to about 50 by 190 km at either extremity
of the scan. For details on the instrument and the
1(:otal )ozone retrieval algorithm, see McPeters et al.
1996).

According to McPeters et al. (1996), the random part
of the error of the retrieved product is multiplicative
and on the order of 2% of the reported value. In
addition there may be an unknown time invariant
bias estimated to be less than 3%, and a possible
residual drift in the calibration of less than 1% per
decade. Errors in the correction applied to cloudy
scenes may cause observation errors to be spatially
correlated. A scan angle dependent error known to
exist when the aerosol loading of the stratosphere is
high introduces horizontal error correlations as well.
However, no quantitative results have been reported
about any of these correlations.

Since the spatial resolution of the TOMS data is
higher than that of the model, all observations in the
level 2 data files obtained within a given model grid
cell valid for a given analysis time are averaged as
part of the observation preprocessing. The minimum
number of measurements required within a grid cell
for the observations to be used varies with latitude
from 3 near the poles to 11 near the equator. This
ensures that the grid cell is reasonably well observed,
and it allows us to calculate the sample standard de-

viation of observations within the cell, which is used
in the analysis algorithm as a measure of the error of
representativeness (Cohn 1997). In addition to this
error, a fixed relative error of 1.5% and mean zero is
assumed. These two errors are assumed to be mutu-
ally as well as spatially uncorrelated.

The SBUV instrument was operating on the Nimbus-
7 satellite from December 1978 through September
1990. Its successor SBUV/2 has flown on NOAA-9,
NOAA-11, and NOAA-14 (currently operative) and
data from these instruments have been processed and
disseminated by NESDIS in near-real time. The next
SBUV/2 instrument will be on NOAA-L (to be re-
named NOAA-16 once operational), which is sched-
uled for a year 2000 launch. The ozone profile re-
trieval algorithm for SBUV is described by Bhartia
et al. (1996). The retrieved product consists of par-
tial ozone columns of 12 individual layers roughly
concurrent with the so-called Umkehr layers (Mateer
and DeLuisi 1992). At present, only the 10 upper
levels are used in the assimilation, providing infor-
ﬁlation from the top of the atmosphere down to 127
Pa. :

The observation error covariance for SBUV is deter-
mined from the difference between a sample covari-
ance of observation-minus-forecast increments and
the modeled forecast error covariance. The covari-
ance model allows for altitude-dependent observa-
tion error variances and for vertical error correlations,
while the observation error is assumed to be hori-
zontally uncorrelated. The observation error model
is described in detail by Stajner and Riishgjgaard,
(1998). Since the instrument field of view — roughly
200 by 200 km — is close to the grid size of the assimi-
lating model, and the vertical resolution is lower than
that of the model, the error of representativeness is
assumed to be zero for SBUV.

2.3. The analysis

At each analysis time, the analyzed state w?, a vector
of length 7, is calculated based on a prior estimate of
the state given by a forecast w/ valid at that time,
and a p-vector of observations, w°, according to the
statistical analysis equation:

w“:wf+K(w°—wa). (2)

Here H is the matrix of the observation operator that
maps the forecast variables onto the observation vari-
ables. Under certain assumptions about the errors of
the forecast and the observations (Cohn 1997), the
minimum error variance analysis is obtained by us-
ing the following n x p gain matrix K

K =P HT(HP'HT + R)™1, (3)
where P/ and R are the forecast and observation
erTor covariance matrices, respectively.

The ozone analysis system uses the PSAS equations

(Physical-space Statistical Analysis System; Cohn
et al. 1997) to obtain a solution of eq. (2) without
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Figure 1. GEOS-DAS total ozone analysis and TOMS total ozone for Feb 5, 1992.

the costly construction of the matrix K. The PSAS
algorithm consists of solving the innovation equation

(HP'HT + R)y = (w° — Hw') , (4)

for the vector y, which is then mapped back onto the
model state space by

w*=w! + PFHTy. (5)

In contrast to the six-hourly analysis/forecast cy-
cle typically used in operational meteorological data
assimilation systems, the analysis equation of the
ozone system is solved following each model time step

(i.e. every 15 minutes), using observations obtained .

within 7.5 minutes from the analysis time. In this
way, the satellite observations — that are generally
obtained continuously in time — are ingested by the
system closer to the actual observation time. An ad-
ditional advantage is the decrease in the total com-
putational burden achieved by analyzing a number
of smaller batches of observations, rather than a sin-
gle le;rge batch all at once (Riishgjgaard and Stajner
1998).

The observation operator for TOMS is a discrete ap-
proximation to the pressure-weighted integral of the
ozone mixing ratio over the depth of the model atmo-
sphere, assuming this to be constant within a model
layer. The I** component, corresponding to a TOMS

observation, of the p-vector Hw/ is

29

(Hwl ) =C Y wlyy sk (6)
k=1

where () and j(l) are the latitude and longitude in-
dices corresponding to the observation location, Apy

is the thickness of the k*" model layer, and C is a fac-
tor for conversion from units of pressure to Dobson
units.

The observation operator for SBUV consists of two
parts. First a simulated forecast profile is constructed
at the center of the instrument field of view by bilin-
ear horizontal interpolation from the four surround-
ing model profiles. Next, this profile is integrated
vertically over each of the 10 SBUV layers used in the
assimilation. This part is described by eq. (6), with
Apr now denoting the pressure increment of the in-
tersection of the k** model layer and the SBUV layer
in consideration.

The forecast error variance is assumed to be propor-
tional to the value of the mixing ratio itself, and the
coefficient of proportionality has been found by ex-
perimentation. The horizontal forecast error corre-
lation is elongated, with length scales at the equa-
tor of 770 km in the zonal direction and 385 km in
the meridional direction (Stajner and Riishgjgaard,
1998). In the vertical, the forecast error correlations
span at most 11 layers, and they are modeled us-
ing a compactly supported 5% order piecewise ratio-
nal function of the logarithm of the ambient pressure
(Gaspari and Cohn 1998).

3. EXPERIMENTAL RESULTS

Results are presented for the period December 13,
1991 through February 28, 1992. During the course
of the assimilation, the three-dimensional ozone fields
are interpolated onto 29 standard pressure levels
(850, 700, 600, 500, 400, 300, 250, 200, 170, 150,
130, 115, 100, 85, 70, 50, 40, 30, 25, 20, 15, 10, 7, 5,
3,2, 1, 0.5, and 0.2 hPa) and written to file every 6
hours. Comparisons with independent observations
are based on the nearest neighbor in time and space
in this dataset.
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An example of a spatial comparison with TOMS is
presented in Fig. 1. The left panel shows the to-
tal ozone analysis for February 5, 1992, at 12 Z.
The observed total ozone from Nimbus-7 TOMS for
February 5, 1992 is shown to the right. The two
fields are very similar, even though there is evi-
dence of phase differences caused by the fact that
the analysis is instantaneous, while the TOMS mea-
surements are accumulated over 24 hours in order
to get the near-global coverage shown. The assim-
ilated total ozone fields represent a substantial im-
provement over both climatological ozone fields that
tend to be nearly zonal, and the simulated fields of
Douglass et al (1996), that have qualitatively correct
non-zonal structures but strong biases. The RMS
difference between the observed and assimilated to-
tal ozone fields is generally on the order of 10 DU.
This value is close to 3 % of the global mean total
ozone, and is largely consistent with the assumptions
about the forecast and observation errors. For com-
parison, the RMS difference between the simulated
ozone fields of Douglass et al (1996) and TOMS are
on the order of 35 DU.
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Figure 2. Sonde vs. analysis ozone mixing ratio pro-
files; Sodankyla (67.4° N 26.6° E)

"The benefit of the data assimilation is particularly ev-
ident in the winter hemisphere, where the data void
in the polar night region is filled in, and where the
large excursions (up to + 100 DU) from the zonal
average seen in the TOMS total ozone are well cap-
tured.

As part of the external validation against indepen-
dent data, profiles from the WMO balloon-borne
ozone sondes have been compared to the correspond-
ing profiles from the analysis and the simulation.
During the main validation period, a total of about
400 sondes were launched, mostly at extratropical
northern latitudes during the EASOE measurement
campaign (European Arctic Stratospheric Ozone Ex-

periment; see Geophys. Res. Lett., special issue, vol.
21, no. 13, 1994). Even this unusually intense mea-
suring activity resulted in an average of only five son-
des per day. In spite of the sparse coverage provided,
the sonde data are crucial for the validation of the
assimilated profiles in the lower stratosphere, since
they provide the sole source of high resolution infor-
mation there.
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Figure 3. Sonde vs. analysis ozone mixing ratio pro-
files; Resolute (74.7° N 95.0° W)

The profiles shown in Figs 2 and 3 were all obtained
in the polar night region (between 5 and 16 degrees
north of the northernmost TOMS and SBUV/2 ob-
servations available to the system at their respective
times), and they therefore also serve to illustrate the
performance of the assimilation system in unobserved
regions. Overall, the agreement between the sondes
and the analysis profiles is excellent throughout the
lower stratosphere. In all profiles, the tropopause
height and the slope of the profile in the lower strato-
sphere is captured by the assimilation, and in one of
Sodankyla profiles (Fig. 2, top panel), the analysis
captures one of the major laminar features that are
often seen in winter and spring extratropical profiles.
Laminae of the vertical extent shown here are gener-
ally captured by the assimilation.

In Fig. 4 the mean of all profiles for Februay 15, 1992,
obtained with the HALOE (Halogen Occultation Ex-
periment; Russell et al, 1993) instrument on NASA’s
Upper Atmosphere Research Satellite (UARS) are
shown together with the mean of the corresponding
analysis profiles. The HALOE instrument has a ver-
tical resolution of about 2.5 km in the stratosphere
above 100 hPa, albeit with a relatively sparse hori-
zontal coverage of 28-30 observations per day and a
highly non-uniform sampling pattern, with the ob-
servations tending to concentrate in two narrow lati-
tude bands most of the time. Nonetheless these pro-
files support the notion that the analyzed profiles



agree well with independent observations in the lower
stratosphere.

In the upper stratosphere, the disagreement is some-
what larger. The analyzed profiles tend to peak at
a higher altitude than the HALOE profiles, and the
peak is more pronounced in the analysis. With the
"no chemistry” forecast model, the shape of the ozone
profile near the peak is mostly determined by the
SBUV/2 observations, so the disagreement between
the HALOE and the analysis profiles near 10 hPa es-
sentially reflects a discrepancy between the two in-
struments. HALOE and SBUV are based on dif-
ferent measurement principles, have different view-
ing geometries, and their respective platforms are in
different orbits. A direct comparison between the
two instruments is often problematic due to the need
for transforming one observation type into something
that can be meaningfully compared with the other,
and due to the lack of temporally and spatially col-
located observations (McPeters et al. 1994). The po-
tential for a data assimilation system defining the
common ground in cross-validation of different mea-
surements of the same geophysical variable is clearly
illustrated in Fig. 4.

HALOE and analysis ozone
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Figure 4. Mean HALOE vs. analysis profiles

4. SUMMARY AND OUTLOOK

The ozone data assimilation system developed at
NASA Goddard Space Flight Center has been pre-
sented. The system generates total ozone and ozone
profiles in near-real time for satellite remote sensing
applications.

Examples of both internal and external validation
have been shown. The data assimilation produces
high quality total ozone fields, with the model fore-
casts generally close to the TOMS observations. The
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assimilated profiles compare well with balloon pro-
files and with HALOE profiles in the lower strato-
sphere. The peak values are higher than those ob-
served by HALOE, and the peak is generally found
at a higher altitude.

Future development will take place in a number of
areas:

Based on requests from user groups in the satellite
remote sensing community,the horizontal resolution
of the system will be increased to 1° latitude by 1°
longitude in the near future.

An important issue is the presence of biases in the
forecast model and between different instruments.
The present version of the system is based on the
assumption of forecast and observation errors having
zero mean. Biases — here taken as differences with
non-zero mean — between comparable ozone observa-
tions of different types have been reported in numer-
ous studies, and one therefore cannot a prior: assume
a given observation type to be unbiased with respect
to the true atmospheric state. Errors with non-zero
mean can be treated either by correcting the datasets
for known biases prior to the analyses, or by redesign-
ing the analysis to include non-zero mean errors (Dee
and da Silva, 1998).

The forecast error covariance model in the present
system is crude. The forecast error correlations are
static, and although the forecast error variances are
state-dependent, the variance model does not ac-
count for error growth during the range of the fore-
cast, nor does 1t account for the reduction in er-
ror achieved through the analysis. Recently pro-
posed strategies for addressing both these problems
will be tested in the system (Riishgjgaard, 1998; Ri-
ishgjgaard, 1998b).

Current plans for analyzing other conmstituents in-
clude CH, and CO. Future work is likely also to in-
clude N»O, SO2, and aerosols.
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ABSTRACT

Statistical Interpolation has been used to obtain
global analyses of the ozone distribution. This has been
done as a 2D analysis - using TOVS total ozone, and as
a 3D analysis - using all available satellite ozone mixing
ratio data. First-guess ozone fields are obtained by the
implicit (2D) or explicit (3D) advection of the analysed
ozone field.

Results are presented from both analyses for
September-November 1994. They show good agreement
between the analyses and correlative measurements.
Issues that require further investigation are indicated at
the end of the paper.

1. INTRODUCTION

Ozone is one of the most important
atmospheric trace gases. It is a powerful absorber of UV
radiation and an important greenhouse gas. Changes to
the ozone distribution therefore have the potential to
change global climate. However, the lack of a historical
dataset inhibits an accurate estimate of ozone radiative
forcing (IPCC, 1994), for example.

The purpose of this paper is to present results
from global analyses of ozone produced from satellite
data. Statistical Interpolation (SI) is used to combine
total ozone and ozone mixing ratio data with a first-
guess field to create a global ozone distribution every 6
hours. The SI algorithm and the methods used to obtain
the first-guess fields are described in the next section.
Section 3 presents results from the 2D analysis of
TOVS total ozone. Results from the operational
implementation of the total ozone forecast are described
in section 4. Section 5 presents results from the 3D
ozone mixing ratio analysis. Finally, section 6 examines
some of the issues that need to be investigated in order
to improve the ozone analysis.

2. METHODS

Statistical Interpolation (SI) attempts to fit a set
of observations to a first-guess field such that the
expected analysis error is minimised. Observations are
converted to increments normalised by the first-guess
error. The increment at each grid point is found by
inverting a matrix of error correlations between the

observations and the grid points. The algorithm used is
described in Lorenc (1981).

The analysis is performed every 6 hours on a
global 2.5 degree horizontal grid. The analysis can be
run either in 2D mode to obtain the total ozone
distribution, or in 3D mode to simultaneously analyse
the ozone mixing ratio and total ozone distributions. In
the 3D analysis there are 19 pressure levels between
1000 and 0.3hPa. This includes 8 levels in the lower
stratosphere between 100 and 10hPa. Details of the
implementation of the SI algorithm are given in
Grainger (1998).

An important part of the ozone analysis scheme
is the ability to generate good quality first-guess fields.
This is required so that data sparse regions, with little or
no satellite coverage, contain recent information about
the ozone distribution. Since ozone is relatively long-
lived in the lower stratosphere, first-guess fields can be
found by considering it as a passive tracer.

For the 2D analysis, total ozone is implicitly
advected using a PV equivalent latitude transformation
scheme, similar to that used by Lary et al. (1995). Total
ozone is first converted to mean ozone mixing ratio
above 450K. This is converted to a function of
equivalent latiude using the analysed 450K PV.
Analysed PV 6 hours later is then used to convert the
effective mixing ratio back to total ozone.

Advection of the ozone mixing ratio
distribution is done explicitly using Reverse Domain
Filling (RDF), first described by Sutton et al. (1994).
The ozone mixing ratio at the new grid point is found by
obtaining the location of the grid point at the previous
analysis time. This is done on 15 isentropic levels
between 340 and 750K, located approximately between
the tropopause and 10hPa. Persistence (the previous
analysis) is used below 340K and above 750K.
Persistence is also used in the tropics, since analysed
wind fields are of poor quality. The first-guess total
ozone field is found by integrating the first-guess ozone
mixing ratio field.

3.2D ANALYSIS

The 2D analysis has been run using TOVS
total ozone for the period from September to November
1994. The TOVS data was obtained over the Global
Telecommunication System (GTS) from NOAA
NESDIS, and is derived using the algorithm described



70

by Neuendorffer (1996). The PV coordinate
transformation method was run using analysed fields
from the Australian Bureau of Meteorology’s Global
Assimilation and Prediction (GASP) model. Figure 1
shows the daily mean difference of the TOVS analysis
with respect to data from the Meteor-3 TOMS
instrument averaged over 15 September to 24
November 1994,

Comparisons were only made for days when
TOMS was present. Much of the difference at high
latitudes in the Northern Hemisphere can be explained
by Meteor-3 TOMS observing low total ozone at high
solar zenith angles. Over much of the globe, TOMS
minus TOVS differences are less than +2.5%. Areas of
larger differences highlight some of the drawbacks of
the TOVS data. For example, the areas of significant
differences, here defined as the difference exceeding
zero by greater than two standard deviations, in the
tropics is a result of the TOVS algorithm retrieving
ozone amounts that are too low as a result of cirrus
contamination. The large areas of significant differences
over deserts, particularly the Sahara occurs because the
TOVS algorithm also cannot account for the high
surface albedo in the 9.7um ozone channel. Modifying
the background radiance used by the algorithm can
reduce these effects (not shown) but does not eliminate
them entirely. The results here reflect those shown by
Neuendorffer (1996).

The TOVS analysis also sees too much ozone

over high altitude regions, such as the Tibetan Plateau,
the Andes and Antarctica. It is possible that this is
because the retrieval algorithm does not explicitly
account for altitude. A related explanation is that TOVS
cannot retrieve brightness temperatures very well over
ice, resulting in poor quality or missing total ozone over
high-altitude areas. Differences over the Antarctic are
complicated by the fact that much of the information
there is from the first-guess field only, and it is believed
that this introduces additional errors in the analysis.

4. TOTAL OZONE FORECASTS

As noted in section 2, the PV coordinate
transformation scheme can be used to generate total
ozone forecasts. Operationally, this has been
implemented at the Australian Bureau of Meteorology
as part of the UV forecast scheme (Lemus-Deschamps
et al, 1997). 36 hour forecasts of total ozone are
generated using forecast PV fields from GASP, which
are then used to obtain the global UV distribution for
the following day.

In this section we look at the effectiveness of
the PV coordinate transformation scheme in forecasting
total ozone over 36 hours. The variance explained is
found by calculating the reduction in standard deviation
when the forecast is compared to the analysis relative to
the persistence-analysis comparison. This is calculated
as follows '

Figure 1. Daily mean TOMS minus TOVS analysis difference averaged over 15 September to 24 November 1994.
The difference is shown as a percentage of TOMS. Shading indicates areas where the difference exceeds zero by
greater than two standard deviations.
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where o; is the forecast minus analysis standard
deviation and o, is the persistence minus analysis
standard deviation for 36 hours. The zonal mean
variance explained for daily 23Z analyses averaged over
2 September to 21 December 1997 is plotted as a solid
line in figure 2. The dotted line shows the zonal mean
o, averaged over the same period. The ozone forecast
scheme can explain up to 55% of the variance over 36
hours at Southern Hemisphere high latitudes, and
around 40% of the variance at mid-latitudes in the
Northern Hemisphere.

In the tropics the scheme does less well,
explaining less than 20% of the variance. This is partly
because PV is nearly zonal in the tropics. However, the
variability of tropical ozone is low, with o, around
10DU, so it is difficult to improve on persistence in any
case. That the forecast scheme captures the dynamic
variability of total ozone is also shown in figure 2 by
comparison with the persistence standard deviation. The
largest reduction in forecast error occurs where the day-
to-day variability is greatest.
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5.3D OZONE ANALYSIS

3D ozone analyses have been obtained for
September and October 1994. Ozone mixing ratio data
was used from all available satellite instruments, namely
MLS, HALOE, SBUV/2, SAGE II and POAM IL In
addition, total ozone from the TOVS and SBUV/2
instruments was used, although this has little impact on
the ozone mixing ratio analysis. The RDF runs to obtain
the first-guess fields were made using GASP analysed
winds smoothed to T21 truncation.

In order to validate the analysis, comparisons
were made with ozonesonde data primarily obtained
from the World Ozone and Ultraviolet Data Center
(WOUDC). Since ozonesonde launches are relatively
infrequent, generally only once per week, sonde profiles
for the two month period have been grouped into
geographic regions. Mean analysis minus sonde
differences for 4 regions are shown in figure 3. In
general, differences in the lower stratosphere are less
than +10%, and often less than +5%. For comparison,
instrument error in the lower stratosphere is typically 5-
10%. Above 10hPa, the analysis increases relative to the
sonde data because of the decreased pump efficiency of
the sonde, resulting in the sonde observing less ozone.
Differences are much larger below 100hPa, although the
ozone mixing ratio is very low in the troposphere. The
large differences are because, in general, satellite ozone
profiles are not retrieved below about 100hPa.

Comparisons with ozonesondes over the
Antarctic (not shown) are less good. Analysed ozone is
up to 1.5ppmv too low above 20hPa at the South Pole,
and around 1ppmv too high above 15hPa at Syowa and
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Figure 2. Zonal mean of the variance explained
(solid line) and o, (dotted line) for 36 hours to 232
averaged over 2 September to 21 December 1997.

Marambio on the Antarctic coast. Possible reasons for
this are investigated in the next section.

6. FURTHER ISSUES

Figure 4 shows the analysed ozone mixing
ratio at 40hPa for 23Z 24 September 1994. There are
two features that highlight flaws in the ozone analysis.

The first is seen in the 2.5ppmv contour in the
tropics. This shows a physically unrealistic wave-14
structure. In fact, a polar-orbiting satellite has 14 orbits
per day, indicating that this structure is due to satellite
tracks. One of the assumptions of SI is that all
observations are unbiased. Thus the fact that MLS is too
low at 46hPa, whereas SBUV/2 is probably too high in
the lower stratosphere, is not accounted for by the ozone
analysis scheme.

A second unrealistic feature is the negative
ozone mixing ratio, shown by the shaded regions in
figure 4, within the Antarctic ozone hole. It is possible
that this caused by horizontal extrapolation, but the
addition of POAM II data did not remove this problem.
It is more likely to be caused by the vertical error
correlation function. This was derived from
tropospheric radiosonde data. It appears to be too
sharply peaked in the lower stratosphere, thus
decoupling the analysis levels.

The first-guess error field also needs careful
consideration. Previous experiments have shown that if
it is too high, it causes problems in the analysis. Manual
construction of the first-guess error field may also lead
to misrepresentation of the tropical vertical gradient.

Finally, there is the problem of the asymptote
at zero mixing ratio. This means that the SI assumption
of normally distributed errors breaks down in extreme
conditions, making physically unrealistic values
possible. The analysing the log of mixing ratio could be
investigated as a way around this problem.
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ABSTRACT

Observations of ozone profiles from the Upper
Atmosphere Research Satellite Microwave Limb
Sounder (UARS MLS) instrument have been assimilated
in the United Kingdom Meteorological Office Unified
Model (UKMO UM). The stratosphere-troposphere data
assimilation system uses a 42 vertical level configuration
of the UM. Initial ozone fields are produced by
rescaling 2 dimensional chemical model results
according to the local potential vorticity.  The
operational Analysis Correction (AC) assimilation
scheme is used to adjust the model fields towards the
observation values using small increments on each
model timestep. The observation processing includes a
component to assess the quality of each observation
based on the observation error and the accuracy of the
background (or ’initial’) fields. In the assimilation, data
are weighted according to these errors.

1. STRATOSPHERIC ASSIMILATION SYSTEM

The stratospheric assimilation system in use at the
UKMO was set up to provide independent daily
analyses, 1.5 days behind real time, to the UARS
research community. It is now part of the UKMO
operational numerical weather prediction suite producing
analyses nearer real time. It uses the UM (Cullen,
1993) and the AC scheme (Lorenc et al., 1991). The
stratospheric configuration of the UM comprises of 42
vertical levels with a horizontal resolution of 2.5°
latitude by 3.75° longitude. The model domain includes
the entire troposphere and stratosphere with the top level
situated at 0.28hPa. Some parameterizations in the
stratospheric configuration differ from those in the main
operational forecast model at the UKMO, including
amendment to the longwave radiation scheme and
changes to represent effects of Doppler line broadening.
It was also necessary to replace the gravity wave drag
with Rayleigh Friction at higher altitudes (Swinbank &
O’Neill, 1994).

The tracer advection scheme used is positive definite
(Cullen & Barnes, 1997). The scheme is mass
conserving, preserving the total amount of tracer and the
concentration is bounded by initial values. There is no
chemistry included in the UM-assimilation system used
in these runs.

In addition to the routine production of assimilated
fields, the assimilation system has been adapted to re-

run past cases with temperature and wind data from the
UARS satellite. These include a 3-month assimilation
with temperatures from the Improved Stratospheric And
Mesospheric Sounder (ISAMS), and periods where
stratospheric winds were available (at higher than usual
temporal resolution) from the High Resolution Doppler
Imager (HRDI) (Connew et al., 1998). The stratospheric
assimilation system has also been extended to include
observations of atmospheric constituents. Assimilations
have now begun with ozone, undertaken as part of the
project ’Studies of Ozone Distributions based on
Assimilated satellite measurements’ (SODA).

2. OZONE ASSIMILATION

MLS views the atmosphere in a direction perpendicular
to the orbit path. Latitudinal coverage ranges between
80° in one hemisphere and 34° in the other, also UARS
yaws at intervals of around 36 days, switching which
hemisphere has the greater coverage. The SODA
assimilations use ozone measurements from the 205 GHz
channel. The ’level 3AT’ data used consist of profiles
of ozone observations, measured approximately once per
minute along the track. The profile comprises of
observations on alternate standard UARS pressure levels
from 100hPa to 0.1hPa.  Observation errors are
estimated as part of the MLS retrieval, and these
estimated errors are used to help quality control the data
and to calculate the weight given to each observation in
the subsequent assimilation.

UARS observations were not available in near enough
real time to include in operational assimilation, so a past
case was chosen to coincide with ozone initial data
availability. Changes were made to the assimilation
code to treat ozone profiles in a similar way to
radiosonde and satellite temperature profiles, as layer
means. An observation profile is taken and it is
assumed that the quantity varies linearly with log
pressure between observation levels for vertical
interpolation, and an average assimilation increment is
calculated for each model layer.

3. OBSERVATION PROCESSING

The stratospheric assimilation suite uses NESDIS
temperature retrievals from NOAA polar orbiters (with
120km horizontal resolution), radiosonde temperature,
winds and humidity, aircraft reports of temperature and
winds, satellite observed cloud-track winds and surface
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Figure 1. Analysis fields after 6 hours of assimilating MLS ozone fields at 46hPa valid at 18Z 15th March 1995

(arbitrary units) .

pressure observations. observations are obtained from
the UARS Central Data Handling Facility. Once
retrieved and reformatted, all observations are then
evaluated in a quality control routine.

A short term forecast is run from initial data fields
produced by mapping 2D fields from a chemical model
onto the current synoptic situation, using smoothed PV
from the operational stratospheric analyses (e.g. Lary et
al., 1995). These forecasts provide ’background’ data
used to compare with observations as part of the quality
evaluation, where the value of the observation minus the
background value at the observation location, is
obtained.

The background error calculation uses the model
forecast ozone value plus the local spatial and temporal
gradient to produce errors on a 5° by 5° grid. The
observation processing uses the given observation error
and calculated background errors in a Bayesian
statistical quality control method, based on the
operational scheme at the UKMO (Lorenc & Hammon,
1988), to calculate a final probability of gross error for
each observation. This assumes an a priori initial
probability of gross error for each observation type. The
quality control algorithms also check for, and discard,
observations with negative concentrations.

4. MLS ASSIMILATION RESULTS
Preliminary test assimilations, run over a period of 6

hours, used an initial field constant on pressure levels.
This run showed clearly that the observations were

affecting the analysis at the insertion point and their
influence was spreading between successive observations
and tracks (figure 1). Other parameters, such as the a
priori initial probability of gross error, were adjusted to
give a realistic rejection rate.

The assimilation was then run for 12 hours with the
initial fields generated by the PV initialisation technique.
The observations are seen to have values similar to the
background fields in the lower to mid stratosphere.
Figure 2 shows the T+0 initial fields and T+6, T+12
assimilated fields at 46hPa, where the influence of the
observations can be seen predominantly at low latitudes.
There is a known inadequacy in the MLS observations
used, at the lower end of the retrieved profile
(Froidevaux et al., 1996). As larger observation errors
imply less weight given to those observations in the
assimilation, so observations may be expected to have
less impact lower down. Figure 3 shows fields valid for
the same times at 10hPa, and here the advection of low
ozone near the pole is apparent in the time series.
Locations of individual observations cannot be identified
in the analyses at this level. At 1hPa (figure 4) the
impact of the observations is clearly seen in the
assimilated fields with consistently lower values, again,
most evident at low latitudes. Orbital tracks of the
spacecraft can be easily identified when the T+6 fields
are compared with the first panel of figure 1, valid for
the same time and hemisphere.

Further runs, varying the horizontal correlation scale of
the ozone in the assimilation from its initial value of
600km, attempted to improve the observation influence
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Figure 4. Northern hemisphere ozone conceniration (vinr) after T+0, T+6 and T+12 hours of assimilation, at 1hPa.
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Figure 5. 1hPa Northern Hemisphere ozone concentration (vmr) showing increased spread of observation influence after
6 hours assimilation as horizontal correlation scale is increased. 1st panel 600km, 2nd panel 800km, 3rd panel 1000km.

in data sparse areas. An increase in the horizontal
spread of the observations in the analysed field was seen
(figure 5) as the horizontal correlation scale increased.

CONCLUSION

MLS observations were successfully assimilated into the
UKMO UM for a 12 hour period. These short term
assimilation runs showed the analyses were being
influenced by the observations. This impact was more
apparent at 1hPa, where individual observation locations
could be identified, than at lower levels. An improved
horizontal spread of observations was achieved by
increasing the horizontal correlation scale in the
assimilation.

The tracer fields appeared to be advected satisfactorily
over the short time periods assimilated. A longer run is
necessary to assess whether the tracer advection scheme
is too diffusive, although this may not be an issue when
enough observations are being assimilated. Introduction
of simple chemistry would possibly be beneficial,
especially at higher levels.

In collaboration with the Centre for Global Atmospheric
Modelling (CGAM) at the University of Reading it is
intended to build on the UKMO UARS assimilations to
develop data assimilation techniques for both UARS
data, and future research satellite data such as Envisat.
A new observation processing scheme currently limits
the periods of past cases that can be run, but has the
potential to become a powerful standalone component
for a portable UM-assimilation system.

An upgrade to the stratospheric model is planned as
initial studies have shown a benefit in increasing the
number of vertical levels in the stratosphere and raising
the top of the model. Model physics is soon to be

updated to use new schemes recently developed by the
UKMO Hadley Centre. 3D variational data assimilation
is to be implemented operationally late 1999, and a new
dynamics formulation is currently being developed.

REFERENCES

Connew, P., Swinbank, R., Ortland, D., ’Assimilation of
Directly Measured Stratospheric Winds into the UK
Meteorological Office Unified Model’ (submitted to
Monthly Weather Review, corrections pending. 1998)
Cullen, M. J. P., 'The Unified Forecast/Climate Model’,
Meteorological Magazine, 122, 1449, 81-94, 1993
Cullen, M. J. P., Bames, R. T. H., ’Positive-Definite
Advection scheme’ Unified Model Documentation paper
11, (Unpublished, copy available from the head of
Numerical Weather Prediction division, UKMO), 1997
Froidevaux, L., et al. *Validation of UARS Microwave
Limb Sounder ozone measurements’ J. Geophys. Res.,
101, 10017-10060, 1996

Lary, D. J., Chipperfield, M. P., Pyle, J. A., Norton, W.
A., Riishgjgaard, L. P., 'Three-dimensional tracer
initialization and general diagnostics using equivalent PV
latitude-potential-temperature coordinates’, Quart. J. Roy.
Meteor. Soc., 121, 187-210, 1995

Lorenc, A. C., Hammon, O., ’Objective quality control
using Bayesian methods’, Quart. J. Roy. Meteor. Soc.,
114, 515-543, 1988

Lorenc, A. C.,, Bell, R. S., Macpherson, B., 'The
meteorological office analysis correction data
assimilation scheme’, Quart. J. Roy. Met. Soc., 117,
59-89, 1991

Swinbank, R. 8., O°Neill, A., ’A Stratosphere-
Troposphere Data Assimilation System’, Monthly
Weather Review, 122, 686-702, 1994



77

ASSIMILATION OF TOVS AND GOME TOTAL OZONE WITH THE TM3 MODEL

Henk Eskes and Ad Jeuken
Royal Netherlands Meteorological Institute, Postbus 201, 3730 AE De Bilt, The Netherlands

ABSTRACT

In this paper we describe a data assimilation scheme
for the analysis of total ozone satellite observa-
tions (GOME, TOVS) based on the global three-
dimensional tracer-transport model TM3. TM3
is driven by ECMWF meteorological fields. A
parametrized chemistry is added to the model in
order to simulate realistic ozone profiles. The as-
similation scheme is a simplified Kalman filter ap-
proach with a fixed correlation function and a time
and space dependent forecast error which is advected
by the model and which is recomputed every time ob-
servations are analysed. For the vertical covariance
three different approaches are tested, but the results
are shown to be relatively insensitive to the choice
made. Despite the limited resolution in the strato-
sphere the model is able to capture the dynamical
features in the lower stratosphere and the profiles
compare favourably with sondes. The model error
is surprisingly small.

1. INTRODUCTION

Assimilation of satellite measurements of trace gases
into atmospheric models is receiving increased at-
tention in the recent literature. Data assimilation
fills the gaps in the data and provides value-added
satellite products, i.e. global synoptic maps. The
analysis of observations of one or several chemical
species with advanced assimilation techniques may
provide important information about the consistency
and completeness of the chemical modelling (this pro-
ceedings). Ozone is also an interesting compound for
the numerical weather prediction community. The
inclusion of Qg in the model improves the descrip-
tion of the atmospheric radiation, and may well have
a positive effect on the lower stratospheric winds (Ri-
ishgjgaard, 1996).

The bulk of the retrieved satellite ozone measure-
ments consists of total column data. In this contribu-
tion we describe a data assimilation tool for the anal-
ysis of total ozone observations only, based on an off-
fine three-dimensional tracer transport model. Some
preliminary results will be shown for the TIROS Op-
erational Vertical Sounder (TOVS) instruments and
the Global Ozone Monitoring Experiment (GOME)
spectrometer (Burrows et al., 1993) on board ERS-2.

A more detailed account of the TOVS assimilation
can be found in a recent paper Jeuken et al., 1998
which will appear in Journal of Geophysical Research.

Figure 1 shows the GOME assimilated field on March
9, 1997. Although GOME covers the globe in about
three days, the assimilation scheme collects and
transports the ozone observations, resulting in syn-
optic global maps of total ozone. The figure shows a
large streamer event, with equatorial air mixed into
the NH vortex, leading to low O3 values above Scot-
land and Scandinavia. These ozone features com-
pare well with details of the corresponding ADEOS-
TOMS total ozone maps for the same day.

2. THE TM3 MODEL

The tracer transport model (TM3) has been adapted
from the global Tracer transport Model TM2
(Heimann, 1995), and calculates the horizontal and
vertical transport of tracer masses. It is driven
by the meteorological fields (wind, surface pressure,
temperature and humidity) from the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF)
model. These fields are updated every 6 hours. In
this study the TM3 model has 19 vertical sigma-
pressure layers between the surface and 10 hPa and a
horizontal resolution of 3.75° x 5°. In the near future
the horizontal resolution will be improved to 2.5°.
Apart from three-dimensional advection the model
accounts for subgrid-scale convection and diffusion.
The advection of tracers in the model is calculated
with the slopes scheme (Russell and Lerner, 1981). In
this linear scheme extra information about the spa-
tial distribution of the tracer is stored by means of
three directional derivatives that are recomputed ev-
ery time step. With this, the scheme is able to pre-
serve small-scale features of the order of one grid cell.

2.1. Chemistry parametrization

The production and loss of ozone in the stratosphere
is described by the chemistry parametrization devel-
oped by Cariolle and Déqué, 1986. The mixing ratio
of ozone (x) is calculated by

R = S+ (=)
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Figure 1. Assimilated northern hemisphere ozone field, using GOME total o20ne observations. March 9, 1997. Scale in

Dobson Units

Hand @~ (1) +(25)@ — (@) (1)

The right-hand side consists of a source term, a driv-
ing force towards an equilibrium ozone mixing ratio
(X%, a response to a change in temperature T and
a radiation term depending on the amount of ozone
(®) above the current position. The relaxation time

(related to (%)) depends strongly on height, being

of the order of months in the lower stratosphere, and
shorter than the model time step for the highest Car-
iolle layers.

In our implementation with the TM3 model we found
that the coefficients of Cariolle give rise to a model
bias. Therefore we decided to replace the ozone equi-
librium values (x) by an ozone climatolology (Fortuin
and Kelder, 1998). As discussed by Wauben et al.,
1998 the tropospheric production and loss nearly bal-
ance, and the budget is described largely by the influx
from the stratosphere and deposition at the surface.
Therefore we only apply a dry surface deposition and
neglect tropospheric chemistry.

2.2. Vertical resolution

The ECMWF meteorological fields provide a state-of-
the-art description of the meteorological fields. How-
ever the present operational model is not developed
to describe the stratosphere. The vertical resolution
in the higher atmosphere is coarse with only 3 layers
between 50 and 10 hPa. This is a point of concern
since the top layers contain a major part of the at-
mospheric ozone. In Fig. 2 an example of a model

ozone distribution (19 ECMWF layers) is compared
with an ozone sounding at De Bilt. Note that there
are a reasonable number of layers to describe the
lower stratosphere. Because the chemistry is strongly
height dependent, we choose to perform the strato-
spheric chemistry step on the layers as defined by
Cariolle. Before the chemistry step the ozone in the
top model layers is distributed over the Cariolle lev-
els according to the ozone distribution (), next a
chemistry step is applied, and finally the ozone is col-
lected in the top model levels. This procedure gives
an ozone distribution as shown on the left side of the
picture.

3. DATA ASSIMILATION APPROACH

Apart from analysing the ozone field, an estimate of
the space and time dependence of the forecast error
is made. Since a data assimilation scheme is very
efficient in removing biases between the model fore-
cast and the observations that are analysed, this ’er-
ror’ should be interpreted as a skill of the mode! to
predict the next GOME retrieved ozone observation.
Biases that may exist between the GOME retrieved
product and retrieved total ozone from other instru-
ments, such as for instance TOMS or TOVS, will be
present in the assimilated result as well.

The basic Kalman filter equations serve as the start-
ing point of our approach. The first two equation
describe the application of the model M, and the
analysis of the ozone field by the incorporation of the
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Figure 2. Ozone on the 19 model layers (right) and for
an extended set of layers in the stratosphere using the
Cariolle vertical levels (left). For comparison ozone sonde
data from De Bilt is shown.

observations §°%® in the model forecast zf

.'i/"t+1 = Mft (2)
7 = # +BHT (HBH” +0) ' (j** - H) (3)

The second equation is the statistical interpolation
formula (Daley, 1991). H calculates (interpolates) a
prediction of the observation from the model ozone
values. O is the observation error covariance.

The third Kalman equation describes the propaga-
tion of the forecast error covariance B. (L is the
linearized model, a matrix. @ is the model error)

Bt+1 =L Bt LT + Q (4)

The diagonal elements of this equation are modelled
by (0i = v/Bii)

! = M &* + model error term (5)

Thus the standard deviation is transported in the
same way as the ozone field.

The equation that describes the decrease of the fore-
cast covariance due to the new observations

B =B/ -B HT [0O+HB HT|'HB/ (6)
is solved for the diagonal elements only.

The off-diagonal elements of the covariance are
parametrized by means of a correlation function that
depends only on the distance between the two posi-
tions. The forecast covariance is modelled as

Bim;jn = Uiajp(lf’,- — 7‘}‘)[31(711)11(.7) (7)

79

Note that the standard deviations o; here are two-
dimensional total-column quantities, expressed in
Dobson units, and i is a horizontal lat-lon coordinate.

The normalised factor ﬁ,(:?,E” describes the vertical
covariances between layers m and n, and depends
(weakly) on the horizontal coordinate as well.

GOME is flying on board of the ERS-2 polar-orbiting
satellite. Since GOME measures the reflected solar
radiation in the visible and UV, it measures only
about half of the time. To profit optimally from
Eq. 3, all observations of one GOME track are anal-
ysed together at the appropriate model time step (see
figure 3)

Figure 8. The observations of one GOME track (about
40-50 minutes) are analysed together in one time step.

4. THE VERTICAL PROBLEM

The three-dimensional TM3 model field is updated
with two-dimensional measurements only. The the-
ory on data assimilation (see above) shows that the
analysis increment is distributed over the vertical
with a weight proportional to the vertical covariances
(factor Bmn). These vertical factors, however, can
not be determined from the ozone columns, and ad-
ditional information is needed. In order to test the
sensitivity of the assimilation approach to the choice
of the vertical variances, we introduce three different
forms. 1) The variance fpmm is proportional to the ac-
tual ozone mass in layer m. 2) The vertical variance is
proportional to the time variation of the model ozone
field, a function of the latitude. 3) We adopt an NMC
approach (a comparison of two forecasts for the same
time, but started from two analyses with a 24 hour
difference) to estimate the vertical covariance. These
three choices are shown in Fig. 4. Since most of the
variation occurs in the lower stratosphere, methods
2 and 3 have there maximum at lower altitudes than
method 1.

5. RESULTS

The critical parameter in data assimilation is the ra-
tio between the forecast and observation error. One
approach to estimate this ration is to vary the fore-
cast error such that the forecast skill is optimised.
This is shown in Fig. 5 in the case of TOVS total
ozone. As can be seen the optimum value is around
0.55. This suggest that the model forecast is almost
twice as accurate as the observations the forecast is
based on! In the case of GOME this ratio at the
minimum is roughly 1.5, showing that GOME has
less noise and is probably more accurate.

In figure 6 we show the TOVS forecast minus observa-
tion departure statistics as a function of the horizon-
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Figure 5. The forecast skill as a function of the ratio
between the model and observation error, in the case of
TOVS data. Period: April 1992.

tal distance between the two observations (stars). In
the assimilation the data of two satellites, NOAA 11
and 12, is used. This top curve is the sum of the fore-
cast and the observation covariance. When the ratio
of Fig. 5 and the NMC method are combined, we can
make a rough estimate of the forecast part (filled di-
amonds). The remainder may then be attributed to
correlations between the TOVS observations. This
shows a rapid decay, with a long-range correlation
tail (distances > 500 km). The tail is changing when
only NOAA 11 or NOAA 12 data is used, supporting
this interpretation. These regional-scale correlations
may well reflect the sensitivity of the retrieval on sand
(desert), orography (mountains), clouds, and snow or
ice (polar regions).

Figure 5 suggests that the model has a good forecast
skill. This can be shown more directly by plotting the
departures as a function of the forecast time. This is
illustrated in Figure 7 for GOME data, showing in-
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Figure 6. The correlation functions for the assimilation of
TOVS observations, April 1992. The top curve (stars) is
the forecast minus observation statistics. The lower curve
is an estimate of the forecast error covariance, and the
remainder is attributed to the TOVS observations (solid
line).

deed a surprisingly small deterioration of the forecast
skill versus time. Although in this particular latitude
band for this particular period the bias is almost zero,
in general part of the increase of the departure be-
tween the model and observations is due to the bias.
This bias is latitude dependent and may be (partly)
related to imperfections in the parametrized chem-
istry scheme. A typical departure increase (model
error + bias) is 0.6 DU per day. An important rea-
son for this good result is the realistic meteorolog-
ical analysis of the ECMWF model that drives the
ozone transport model. Increasing the model resolu-
tion may affect the model error.

In the last figure we show a validation with an ozone
sonde from De Bilt. Three model runs, with the three
vertical weight functions discussed in Fig. 4, are com-
pared. As can be seen, despite the large differences
between the vertical variance functions, the assimila-
tion results are very similar. One reason for this is
the small increments made in the analysis step. Sec-
ondly the model tends to an “equilibrium” profile:
high in the stratosphere the profile is determined by
the chemistry, and in the troposphere by the depo-
sition and vertical mixing. In the lower stratosphere
the (chaotic) mixing dictated by the wind field and
the patterns of low and high pressure force the ozone
towards a distribution which partly erase the infor-
mation in the starting ozone field.

6. CONCLUSIONS

In conclusion, we have presented details of the assim-
ilation of total ozone satellite observations with the
TM3 model. An approach is implemented to estimate
the time and space dependence of the forecast error.
The forecast error of TM3 was shown to be small for
total ozone. This is evidenced by a small optimal
ratio between the model and observation error, and
by a slow deterioration of the model forecast. This
may come as a surprise, given the course resolution of
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Figure 7. The forecast - GOME observation mismatch
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the last analysed measurement. Period: 10 days. Data
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The average slope of the curve provides an estimate of
the model error.

the current operational ECMWF model in the strato-
sphere. The comparison with sondes show that the
vertical ozone profiles are realistic. In general, ozone
transport models driven by realistic meteorological
fields are well capable of describing the main spatial
and temporal variation of the ozone layer occurring
in the lower stratosphere.
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ABSTRACT

An Observing System Simulation Experiment (OS-
SE) has been performed to investigate the im-
pact of total ozone data upon analysis (especially
of winds) in Numerical Weather Prediction models
(NWP). The assimilation system used is the four-
dimensional variational (4D-VAR) algorithm avail-
able in the NWP IFS/ARPEGE. Ozone columns
have been generated by the model to be represen-
tative of TOVS data coverage, and assimilated over
a twelve-hour period, with different observational er-
rors. Results show that very accurate measurements
of ozone columns provide information on thermody-
namical fields in areas with strong horizontal gra-
dients of total ozone, and that the 4D-VAR system
is able to derive well-adapted increments which im-
prove the initial state. However, some negative ef-
fects have been observed, between 150 and 250 hPa,
for the zonal component. The crude initialisation of
the tridimensional ozone field is suspected to be re-
sponsible for this degradation of the analysis. A more
realistic initial ozone field has been built to perform
new assimilation experiments at a higher resolution.

Key words: four-dimensional variational assimila-
tion; ozone columns.

1. INTRODUCTION

NWP models forecast the evolution of the atmo-
spheric state from an initial point called analysis.
The analysis is performed using different informa-
tions on the atmosphere, such as model outputs and
observations. Observations coverage is not homoge-
neous over the world. In particular, few wind obser-
vations are available in the upper troposphere and
lower stratosphere. Any indirect information upon
wind in these areas is potentially interesting to be
assimilated in NWP models.

As an important greenhouse gas, atmospheric ozone
is attentively observed, in particular through remote-
sensing. The variability of ozone is dominated by
transport processes in the upper troposphere and

lower stratosphere. In these areas, its lifetime is rel-
atively long and ozone can be considered as a good
tracer of the flow. Under these conditions, one can
expect to be able to derive some information on the
winds from successive observations of ozone struc-
tures (Riishojgaard 1996). This idea can be extended
to observations of total ozone columns, since ozone
quantities in the upper troposphere and lower strato-
sphere contribute significantly to total ozone values
(Vaughan & Price 1991).

The interest for ozone observations is increased by
the development of 4D-VAR assimilation systems.
They are particularly well-adapted to the assimila-
tion of satellite data which are asynoptic. Moreover
they allow to take into account various data, and not
necessarily measurements corresponding directly to
prognostic variables of model.

2. THE ASSIMILATION SYSTEM

The 4D-VAR algorithm used has been devel-
oped jointly by ECMWF and Météo-France for
IFS/ARPEGE (Rabier et al. 1996). This system is
already operational at ECMWF and tested in re-
search mode at Météo-France with an operational
goal towards 1999-2000.

In the 4D-VAR technique, a cost function J is
defined, which measures the distance between the
model trajectory and different informations about
the atmospheric state (direct observations and a pre-
vious forecast called background). During the as-
similation process, J has to be minimised trough an
iterative algorithm. J is a function of a vector x
which is formed with some model variables at the
initial time of the assimilation. The part of J rela-
tive to the distance between the model trajectory and
the assimilated observations is computed according
to Equation 1.

Jo(®) = (H(z) —y")' RN (H(z) -v°) (1)

with z the control variable of the minimisation, y°
the assimilated observations, and H an observation
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operator which permits to compute the model equiv-
alents to the observations. R is the matrix of the
covariances of the observational errors.

In our experiments, the control variable z consists
of wind, temperature and surface pressure. It means
that only the initial fields of these parameters are
likely to be modified to allow the subsequent forecast
to fit the assimilated observations better and reduce
the cost function. In particular, ozone is not in the
control variable of the 4D-VAR minimisation. The
initial ozone field is implicitely considered as perfect,
since it cannot be modified by the minimisation.

When ozone column observations are assimilated, the
model equivalents to the observations are computed
using H formed of the forecast of the ozone mixing
ratios at the observation points and of the sum of the
ozone mixing ratios over the model layers. The only
parameter of the control variable to which ozone is
directly linked, is the wind. See Equation 2. Ozone
is a prognostic variable of the model. It is considered
as a passive tracer, simply advected by winds.

8Ro,
ot

with Ro, the mixing ratio of ozone and V the wind
vector.

+ V.VRo, = 0 (2)

3. METHODOLOGY : AN OSSE

3.1.  Set-up of the experiments

Assimilation experiments are made in the context
of an Observing System Simulation Experiment
(OSSE). Assimilated observations are not real, but
generated by the model. Preliminary experiments are
made at low resolution : T21/L27. The model top
1s at 10hPa. The date chosen for the study is Febru-
ary 1997, 19th ; it corresponds to a well-documented
case of the FASTEX experiment. An initial tridimen-
sional ozone field has been crudely built : an observed
total ozone field from TOVS has been split up along
the vertical, using a latitudinal climatology of verti-
cal profiles. As a consequence, the vertical profiles
for a given latitude are all homothetic.

3.2.  Simulation and assimilation of observations

Total ozone observations have been simulated to be
representative of TOVS data coverage, using a model
forecast from the operational analysis on 19/02/1997,
at O0h UTC. This analysis is considered as the ”truth”,
the exact atmospheric state at Oh UTC. Note that
it had been performed with the operational assimila-
tion system used at that time at Météo-France, based
upon an optimal interpolation algorithm. The values
of the simulated observations are taken equal to the
exact values of the columns predicted by the model,
at times and locations of real TOVS observations. No
noise is added : observations are thus supposed to be
perfect.

Two assimilation experiments of simulated ozone ob-
servations have been performed. In the first one,

the standard deviations of the observational error are
taken equal to 10% of the column values (0Z10 ex-
periment) ; in the second one, to 1% (OZ01 exper-
iment). In such a way, we can assess the impact of
total ozone data for a wide range of measurement
accuracy. Assimilation experiments start from the
operational background on 18/02/1997, at Oh UTC,
which is a six-hour forecast. The assimilation window
is twelve-hour long.

3.3.

A reference experiment

In order to be able to assess the amount of informa-
tion provided by simulated ozone columns, we have
performed a reference experiment. Data which were
assimilated operationally on 19/02/1997 have been
simulated. They have also been assimilated over
twelve hours : this is the OPER experiment.

Figure 1 schematizes how observations have been
simulated and assimilated in the three experiments
0Z10, OZ01 and OPER.

Operational
background

Simulated

/obseivaﬁons

Variational
analysis

Operational
analysis

t(UTC)

Q0

Figure 1. Simulation and assimilation of observations.

4. RESULTS

4.1. Study of wind increments

Given the set-up of the experiments, operational
increments (difference between operational analysis
and background) are the ideal increments : they cor-
respond to the exact correction to add to the back-
ground to obtain the ”"truth”. As a consequence, the
impact of assimilated observations in 0Z10, OZ01
and OPER can be evaluated by comparing incre-
ments generated in each of these three experiments
to the ideal increments. Figures 2, 3, 4 and 5 show
ideal, OPER, OZ10 and OZ0! wind increments at
200 hPa, on 19/02/97 at 0h UTC.

Ideal and OPER wind increments present a very good
agreement, showing that the 4D-VAR system works
correctly. Increments generated by OZ10 and OZ01
are smaller, which simply illustrates that ozone ob-
servations cannot bring as much information as all
the observations assimilated in NWP. They are also
smaller in OZ10 than in OZ01, according to the con-
fidence given to observations by the assimilation sys-
tem. Some reasonable agreement can be locally ob-
served between ideal increments and increments gen-
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erated by OZ01, especially over the northern hemi-
sphere where the meteorological activity is important
at the date studied (e.g. the cyclonic circulation over
the north Atlantic ocean). They correspond to areas
where total ozone horizontal gradients are strong.

Correlation coefficients between wind increments
have been computed. In particular, the correlation
between ideal and OZ01 increments computed over
the northern hemisphere, is similar to the correlation
between ideal and OPER increments computed over
some Pacific Ocean areas, where remote-sensing data
only are available.

4.2. Fit of wind fields to observations

An other way to assess the impact of ozone columns
upon wind analysis, is to investigate how wind fields
fit wind observations, before and after the minimisa-
tion. Results of the comparison of wind background
and analysis to wind observations from radiosound-
ings are presented for OZ01, in Figure 6. Results are
given over the northern hemisphere only ; results on
the tropics and the southern hemisphere are rather
inconclusive because of the scarcity of radiosound-
ings observations. We can observe a significant im-
provement of the definition of the initial state for
the meridional component over an important part of
the vertical, and for the zonal component above 50
hPa. However, there is also a degradation of the ini-
tial state for the wind zonal component between 150
and 250 hPa. We suspect the crude initialisation of
the 3D ozone field to be responsible for that, because
it weakens the variability of the ozone field, and of
the horizontal ozone gradients, in the zonal direction.
Concerning 0Z10, results are similar, although less
significant.

4.3. Impact upon the temperature fields

Temperature is included in the control variable. As
a consequence, the assimilation of total ozone obser-

vations is likely to generate temperature increments.
Although there is not a direct link between ozone
and temperature, temperature increments can be ex-
pected to be induced by observed wind increments,
through the geostrophic relation.

Figure 7 gives the fit of temperature fields to tem-
perature observations from radiosoundings, over the
northern hemisphere, at 0 and 12h UTC. A slight
positive impact can be noticed upon temperature
analyses in OZ01, above 50 hPa. No impact has been
detected in OZ10.

5. CONCLUSIONS AND PROSPECTS

Assimilation experiments made in the context of
OSSE have shown that ozone columns with TOVS
data coverage can provide information on flow in ar-
eas with strong horizontal gradients of ozone. A sig-
nificant positive impact has been observed on the
wind meridional component, and also on the zonal
component over a more limited part of the vertical.
In fact, some negative effects on the zonal component
have been noticed between 150 and 250hPa. The
crude initialisation of the tridimensional ozone field
is suspected to be responsible for that. One can note
also a slight positive impact upon temperature anal-
yses above 50hPa, when total ozone observations as-
similated are very accurate.

To study if the ozone initialisation is at the origin
of the negative effects of the assimilation of total
ozone contents on the wind zonal component, 0Z01
has been tested with a better initial tridimensional
ozone fleld. Resolution is increased, both on the hor-
izontal (T63, instead of T21) and on the vertical (31
levels, instead of 27). The model top is now at 5hPa.
The initialisation uses outputs from REPROBUS,
the tridimensional chemical transport model used at
Météo-France(Lefevre et al. 1994). Two initial ozone
conditions for 19/02/1997 are built : one is simply
the interpolation to our resolution of REPROBUS
ozone field on 19/02/1997 ; the other one is a two-
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Figure 6. Fit of wind background (bold) and analysis (thin) to observations from radiosoundings, over the northern

hemisphere, for the zonal and meridional components, at

0 and 12k UTC : bias (dotted) and standard deviations (solid)

of the difference between fields and observations are presented. The number of observations treated at each different level

are given at the right of the diagrams. Unit : m/s.
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Figure 7. Fit of temperature background and analysis to temperature observations from radiosoundings, over the northern
hemisphere, at 0 and 12h UTC. Legend : same as Figure 6. Unit : K.

day forecast from the combination of ARPEGE anal-
ysis and interpolated ozone field from REPROBUS
on 17/02/1997. The results will be presented in a
near future.

The next step will be to adapt developments made
by Elias Holm in IFS at ECMWF to the ARPEGE
code. It consists principally in putting ozone in the
control variable of the minimisation, which implies an
additional term due to ozone in the part of the cost
function relative to the distance between the model
trajectory and the background. Then the assimila-
tion of real total ozone observations and its impact
on the model predictions will be investigated.
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MULTIVARIATE OZONE ASSIMILATION IN FOUR-DIMENSIONAL DATA ASSIMILATION

E. V. Hélm, A. Untch, A. Simmons, R. Saunders, F. Bouttier, E. Andersson
ECMWEF, Shinfield Park, Reading RG1 9AX, UK

ABSTRACT

Ozone has been included in the ECMWF 4D-VAR
data assimilation. The system includes a multi-
variate coupling between ozone and vorticity back-
ground errors. The ozone observations used are re-
trieved TOVS products. Comparison of preliminary
results with TOMS total ozone data show that the
ozone chemistry parameterization used for the ozone
forecasts are essential for the assimilation of TOVS
ozone. However, the parameterization also causes a
negative bias in the tropics and positive bias over
the poles which the TOVS data can not completely
remove. A modified TOVS product, a layer ozone be-
tween 31hPa and 600hPa can be obtained from the
original total ozone TOVS. Using this layer ozone
product gives a closer fit with TOMS. Further im-
provements of the ozone chemistry parameterization
and more ozone data with some vertical resolution
are needed before the feedback of ozone on dynamics
can be evaluated.

1. INTRODUCTION

At ECMWF ozone has been included in the four-
dimensional data assimilation (4D-VAR) system as
a part of the stratospheric extension of the centres
weather forecast model (Untch et al. 1998). Apart
from being able to provide three-dimensional ozone
forecasts and ozone fields consistent with the atmo-
spheric dynamics, the inclusion of interactive ozone
is expected to have an impact on atmospheric dy-
namics. First, the use of ozone measurements will
affect the model wind fields through 4D-VAR data
assimilation. Second, the use of model ozone in the
calculation of temperature, humidity, and ozone pro-
files from TOVS radiances will improve the accuracy
of the data from this source. Third, the use of model
ozone in the radiation parameterization of the model
will directly affect the model temperature.

Prerequisites for investigating the interaction of
ozone with dynamics are the use of high quality ozone
observations and the modelling of ozone with an ac-
curacy comparable with that of the dynamical model
fields. For modelling ozone a good transport module
and a reasonably realistic parameterization of sources
and sinks arising from atmospheric chemistry and
surface deposition are needed.

In this paper we will look at the first ECMWF 4D-
VAR version which also includes multivariate ozone
assimilation. This version uses TOVS retrieved total
ozone products as the only ozone observations, and
has a stratospheric ozone chemistry parameterization
from Cariolle and Déqué, 1986. The present system
is still not complete enough (in particular with re-
spect to observations) to investigate the influence of
ozone on dynamics. However, we are able to test
the behaviour of the ozone field, and identify some
problems which need to be solved before progressing
further.

We will start with a short theoretical discussion on
the interaction of ozone and dynamics in 4D-VAR,
followed by preliminary tests with and without ozone
chemistry parameterization, as well as testing two
alternative retrieved TOVS ozone products.

2. COUPLING OF OZONE AND DYNAMICS

As an illustration of how ozone (or any other trace
gas) and dynamics are coupled in 4D-VAR, we con-
sider the transport of a passive tracer ¢ by a time-
dependent windfield « in a one-dimensional periodic
domain of length L. Denoting the model variables
as ¢ = (u, ), the periodic boundary conditions are
§(0,t) = g(L,t). Then the model with initial condi-
tions becomes

oF of =
6t+u6z—0 1)
q(z,0) = 7%(=,0) + ¢'(=,0) (2)

Here ¢%(z, 0) is the first guess initial condition, which
in data assimilation terminology is called the back-
ground field and is provided from a model forecast
from an earlier timepoint. The goal of 4D-VAR is to
determine the correction ¢’(z,0) to the initial condi-
tion in an optimal way using available observations of
the atmosphere in the timewindow 0 <t < T'. These

observations we collect in a data vector J,
d=H@+d' 3)

where observation d,, is associated with an observa-
tion operator H,,, and an observation error dy,. What
determines the relative fit between background fields
and observations are the background error covariance
matrix B and the observation error covariance matrix
O. We only need to consider two direct observations,
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d, and d, respectively, for illustrating the coupling
of tracers and dynamics. Since the measurements
are direct, the observation operators are just iden-
tity. The observations are independent, with error
standard deviations o, and o, respectively.

It can be shown that with the above assumptions the
optimal solution ¢ should fulfill the following set of
Euler-Lagrange equations (see Bennet, 1992),

q*(z,T)=0 (4)

_a;* - %('&u*) = —q**gg + Ju%g—@ (5)
20 )=, o
§(z,0) = ”O(w, 0)+Bog* (7

% + agg =0 (8)

where the background error calculation is

L
Bog* = / B(z,2){" (@, 0)de’  (9)
0

Here ¢* are the adjoint model variables, and
the boundary conditions are §(0,t) = §(L,t) and
q*(0,t) = ¢*(L,t). Furthermore §, and &, are Dirac
delta functions at the time and place of tﬁe observa-
tions.

The background error covariance matrix B has four
elements. The diagonal element b,, describes the
univariate spatial covariance of u', and by, the co-
variance of ¢'. The off-diagonal elements by, and
bou describe the multivariate covariances of u' and
¢'. If the background errors ' and ¢' were uncor-
related, then there would only remain the diagonal
elements of B which would make the background er-
ror calculations simpler. Derber and Bouttier have
shown (see Derber and Bouttier, 1998) that this sim-
plification of the background error calculation can be
achieved even if u' and ' are correlated. Given the
background error ', separate the background error
¢’ into two parts. The first (balanced) part is propor-
tional to u', 9" = au/, and the second (unbalanced)
part ¢' is uncorrelated with u’. The background error
covariance matrix now only considers the covariances
of ' and ¢ and is diagonal as wanted. Now the orig-
inal background error calculation

(6)=(he t)e(5) @

is transformed to the simpler form
u 0 byw o u*
(W’)z(aul)+(b¢zo¢*) (11)

We will now examine how the tracer and dynamics
are coupled by the data assimilation by considering
first only a wind observation, then only a tracer ob-
servation, and finally wind and tracer observations
together.

2.1. Wind observation only

In this case we see that the adjoint tracer ¢* starts
from zero at ¢ = T' and remains identically zero dur-
ing the integration back to ¢ = 0. This is because
the only source of ¢* is observations involving ¢, and
there are no such observations. The resulting solution
from 4D-VAR should now fulfill the following simpler
set of Euler-Lagrange equations (using ¢* = 0)

u*(z,T) =0 (12)
ut 9 . Bi . _dy—1i

i(,0) = §°(z,0) + ( bua 0 " ) (14)

0§ .04 =

En + 4 e 0 (15)
Here we see that a wind observation changes the
tracer through the background error coupling. More
generally in a weather forecast model, all observa-
tions can affect a passive tracer through the back-
ground error coupling.

2.2. Tracer observation only

The simplified Euler-Lagrange equations for this case
are

7*(z,T)=0 (16)
Ou* 8 . . _ 04 O
ot T Bg () = —u e Bz (17)
000 e 5 o=

. 20 byy o u*
Q({E, 0) = (III, 0) + ( au' :—ub¢¢ o ¢* ) (19)

o4 .04
E"‘U%——O (20)

Both adjoint variables start from zero at ¢ = T,
but as soon as the tracer observation appears dur-
ing the integration back to ¢ = 0 then ¢* becomes
nonzero. The adjoint wind u* then also becomes
nonzero through the source term —(p*%g. There is
no feedback from u* to ¢* during the adjoint integra-
tion, but at ¢ = 0 the background error calculation
couples the windfield changes back to the tracer as
for the wind observation only case.

2.3. Wind and tracer observations

We are now back to the full Euler-Lagrange equa-
tions for the system. Collecting together the above
results we see that the wind affects the tracer during
the forward integration and background error calcu-
lation, whereas the tracer affects the wind during the
adjoint calculation.
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Figure 1. Ozone icrements, (analysis - first guess)/climatology, from multivariate background error coupling with
vorticity. The cross section is along OE on 2/12 1997, 18h (after seven days of data assimilation). The contour

interval is 2%, with negative contours dashed (no zero).

2.4. Extension: Ozone in radiation

So far we have considered a general tracer. In the case
of ozone, there is a direct feedback on the dynam-
ics through the absorption of radiation in the strato-
sphere. This means that ozone can interact with the
dynamics during a forward model integration by us-
ing the model ozone in the radiative transfer parame-
terization. Returning to the present simplified model,
let us represent this by a source term k¢ on the right
hand side (rhs) of the wind equation, leading to an
additional source term ku* on the rhs of the adjoint
ozone equation. Now any change of the adjoint wind
will affect the ozone as well during the adjoint inte-
gration. Thus even in the case of a wind observation
only, the adjoint ozone is nonzero. The inclusion of
model ozone in the radiation parameterization will
thus make the ozone and dynamics interactive dur-
ing both the forward and adjoint integrations, while
there is still only a one-way interaction from dynam-
ics to ozone in the background error calculation.

3. DATA ASSIMILATION INCLUDING OZONE

After the introductory notes on the coupling between
tracers and dynamics in 4D-VAR, we now consider
the actual data assimilation in the IFS forecast model
including a prognostic equation for ozone mass mix-
ing ratio ¢

dp
LR, (21)

where R, is a parameterization of sources and sinks
of ozone from Cariolle and Déqué, 1986. All exper-
iments have been performed with a 43 level model
version with the top model level at 0.05hPa. The
background and observation errors used for ozone will
not be discussed here, since they are still under de-
velopment and not essential for the conclusions.

We will present the results of four preliminary data
assimilation experiments which were performed to
test the implementation of ozone in the ECMWF
data assimilation system:

1. No ozone observations, R, = 0.

2. TOVS total ozone observations, R, = 0.
3. TOVS total ozone observations, R, # 0.
4. TOVS layer ozone observations, R, # 0.

All experiments include a background error coupling
between ozone and vorticity similar to the formula-
tion discussed above, and the use of observations is
normal except for ozone. All experiments are 4D-
VAR, except for experiment 1 which is 3D-VAR, since
with no ozone observations the interaction of dynam-
ics and ozone only takes place through the back-
ground error coupling which is the same for 3D-VAR
and 4D-VAR.

The difference between experiments 3 and 4 is the
formulation of the TOVS ozone observation operator.
From NOAA/NESDIS we obtain a retrieved product
called total ozone. From the paper of Neuendorf-
fer, 1996, we learn that this product consists of a re-
trieved layer ozone between 31hPa and 600hPa with
a constant climatology added on top. A layer ozone
product dy; can be obtained from the total ozone
product d,: through the simple formula below (this
is more accurate than Eq. 16 of his paper, according
to a personal communication from Neuendorffer)

dyt = dpe(0.85 +0.057) — 714y~ 18 (22)

v = 0.9 + 1.1 cos(latitude) (23)

The associated observation operators are (apart from
a horizontal interpolation to the observation loca-
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Figure 2. Total ozone after 24 hours of data assimilation compared with TOMS measurements (Dobson units).
TOVS layer ozone observations are used and the ozone chemistry parameterization is turned on.

tion)
0
Hy = — / f.g(p_)dp (24)
31hPa
Hy=-— / 0y (o)
min(600hPa,p,) 9

where p, is the surface pressure and g is the gravita-
tional acceleration.

The discrepancy in the total ozone product can ex-
plain a lot of the differences between TOMS and
TOVS retrieved total ozone. When the southern
hemispheric polar jet is active above 30hPa for ex-
ample, the TOVS total ozone product will completely
miss the associated synoptic ozone variations which
can be clearly seen in TOMS. This is to be expected,
since ozone above 30hPa is represented by a constant
in the TOVS product.

3.1. The background error coupling

Experiment 1 was performed to see how the back-
ground error coupling from vorticity to ozone works.
From the background error statistics of the model
we expect the largest relative impact of vorticity on
ozone in the lower stratosphere and upper tropo-
sphere between 150hPa and 300hPa, where the vor-
ticity error variance explains ca. 30% of the ozone
error variance. Furthermore there should be no ac-
cumulation of ozone due to the background error cou-
pling over time.

Figure 1 shows a cross section of the ozone analysis
increments normalized by climatology from Fortuin

and Kelder, 1998. The background error coupling
has largest relative effect above the tropopause as it
should. The peak values are 20% of climatology, with
typical values in the lower stratosphere of 3-5% of cli-
matology. When we add up all the ozone increments
from the seven days of the experiment (28 6-hour as-
similation cycles) the result is unbiased and mostly
below 5%, with peak value 30%, of climatology. Di-
viding these numbers by the 28 assimilation cycles we
see that on average there is negligible accumulation
of ozone due to the background error coupling.

3.2. The effect of ozone observations

In this section we will look at the effect of the TOVS
observations on the ozone field in data assimilation.
We will compare the effect of the total ozone and
layer ozone observations and also look at how impor-
tant the ozone chemistry parameterization R, is.

Figure 2 shows total ozone after 24 hours (four 6-
hour cycles) of data assimilation using TOVS layer
ozone observations and including the chemistry pa-
rameterization (experiment 4). The starting field was
zonally symmetric climatological ozone from Fortuin
and Kelder, and we see a 6-hour forecast from the
fourth 4D-VAR output. The agreement with TOMS
is good, although there are some differences associ-
ated with the southern polar jet. These differences
come partly from the fact that the TOMS figure is a
collection of measurements over 24 hours.

Figure 3 shows the bias and standard deviation be-
tween TOMS and the different experiment configu-
rations 2 to 4 as a function of latitude. We see that
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Figure 3. Standard deviation and bias of the ozone assimilation with respect to TOMS after one and six days of

assimilation (20/8 and 25/8 1998).

the exclusion of the parameterization and the use of
the total ozone TOVS both increase the error of the
forecast.

We continued experiment 3 for six days. As found in
earlier experiments with a pure ozone forecast, ozone
decreases in the tropics and increases at the poles.
We had hoped to get away from this bias by includ-
ing total ozone observations in the data assimilation
system, but this has evidently not worked. A pos-
sible reason for this is the construction of the ozone
chemistry parameterization. In Figs. 4- 5 we see zon-
ally averaged ozone assimilation increments with and
without chemistry, experiments 2 and 3. There is
a competition between data assimilation and ozone
chemistry parameterization, with similar tendencies
of opposite sign. This is evident in the much reduced
amplitude of the analysis increments when chemistry
is included. The parameterization is by construction
drawing ozone towards a climatological equilibrium
state, whereas the observations by nature draw ozone
to the actual state of the day (see Jeuken et al., 1998,
for possible modifications of the parameterization for
getting at least the total ozone right).

4. CONCLUSIONS

From the preliminary experiments performed we find
that a stratospheric ozone chemistry parameteriza-
tion is essential for the assimilation of ozone data
with low vertical resolution. We see however that the
parameterization as used presently in the ECMWF
model would benefit from improvements in accuracy.
In particular, it is a disadvantage to formulate the

parameterization as a tendency towards an equilib-
rium state which may be neither representative for
the ECMWF model nor the actual situation of the
day. With height-resolving ozone observations, the
importance of good chemistry may diminish with re-
spect to an accurate ozone prediction. If the goal is
to obtain dynamical feedback from ozone, then it is
essential to include good enough chemistry parame-
terization. Otherwise the resulting dynamical incre-
ments will reflect ozone modelling errors instead of
transport modelling errors. This is not a problem in
the lower stratosphere, where the chemistry is very
slow, but this will reduce the usefulness of ozone ob-
servations in the middle and upper stratosphere.

We only used TOVS retrieved ozone observations
here. We saw that the original total ozone prod-
uct includes a constant for the upper stratosphere
and above. TOVS is an accurate lower strato-
sphere/upper troposphere ozone measurement, and
by using a layer ozone derived by subtracting the ar-
tificial constant, we obtain a better observation. We
plan to test the use of ozone in a radiative trans-
fer model for assimilating TOVS radiances directly.
The ozone radiances as well as SBUV/2 profiles and
GOME total ozone and profiles will be the next step
in improving the multivariate 4D-VAR ozone assim-
ilation at ECMWEF.
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1. BACKGROUND

As part of the international effort to exploit data
from NASA’s Upper Atmosphere Research Satel-
lite (UARS), the UK Met Office (UKMO) adapted
its operational data assimilation system to include
the stratosphere as well as the troposphere. Data
from nadir-sounding operational satellites, as well as
ground-based instruments, were assimilated to pro-
vide global fields of meteorological variables from the
ground up to 0.3 hPa. These fields were provided to
the UARS Science Team as ”correlative data” to fa-
cilitate the interpretation of UARS data (Swinbank
and O’Neill 1994). An archive has been established
of these fields from October 1991 (shortly after the
launch of UARS) to the present day. UARS data
were not included in this assimilation, however. In
parallel with this work, some experiments were run to
assimilate UARS temperature, ozone and wind data.
These assimilations dealt with data only for short pe-
riods, and there remains considerable scope to exploit
UARS data in a data assimilation system.

The Centre for Global Atmospheric Modelling at the
University of Reading has undertaken a project to
assimilate UARS temperature and ozone data by
adapting the troposphere-stratosphere data assim-
ilation sytem used to provide correlative data for
UARS. These data will be assimilated together with
all available operational data, including data from
nadir-sounding operational satellites. As well as pro-
viding valuable data sets for climate research, ex-
perience gained from combining nadir- and limb-
sounding instruments will be valuable for the next
stage of the project, which will be to assimilate tem-
perature and trace chemical data from instruments
on board the Envisat, scheduled for launch in May
2000.

2. PROJECT OUTLINE

The data assimilation system will be, in the first
instance, the so-called Analysis Correction (AC)
scheme developed by Lorenc et al. (1991). The AC
scheme is, in effect, a nudging scheme in that the
state-vector of the forecast model is adjusted itera-
tively down the gradient of a cost function, but there
is only one iteration step per time step of the model.

The AC scheme gives full weight to an observation
at the time it was made, which is an advantage for
treating asynoptic satellite data.

Work has begun to assimilate temperature measure-
ments from the Microwave Limb Sounder (MLS) on
UARS. The advantage of this instrument is that it
provided data for several years, from the time of
launch until mid 1998. Because of recent changes in
operational procedures at UKMO, it may not prove
possible to assimilate the complete data record from
MLS. We shall therefore begin by assimilating data
for the year 1997, focusing on periods of meteorolog-
ical interest, such as stratospheric sudden warmings
in the northern hemisphere and the break up of the
polar vortex in the stratosphere of the southern hemi-
sphere. At first, the background error covariances
will be adopted that were used to produce the cor-
relative data for UARS. An early goal will be to op-
timise these error covariances. The assimilation will
also use information on instrument errors provided
by the MLS team. In the light of the assimilation
experiments, this information will be improved.

Work to assimilate ozone data from MLS is at a pre-
liminary stage as of January 1999. Ozone data have
been extracted from the British Atmospheric Data
Centre, and periods of interest have been identified
during 1997. Research is underway, in collaboration
with UKMO and other parties, on how best to repre-
sent the background errors to assimilate ozone data.

UKMO is developing a 3dvar scheme to replace the
current AC scheme in its operational data assimila-
tion system (Andrew Lorenc, personal communica-
tion). After 3dvar becomes operational, it is our in-
tention to repeat our UARS assimilation experiments
with this improved data assimilation system.

3. PROJECT PLANS

Beyond the assimilation of UARS data, our goal is
to have an effective data assimilation system in place
to exploit data from instruments on Envisat. The
instruments of prime interest for us are:

MIPAS (Michelson Interferometer for Passive Atmo-
spheric Sounding), a limb sounder which measures
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temperature, ozone and other chemical species with
a vertical resolution of about 3 km;

GOMOS (Global Ozone Monitoring by Occultation
of Stars), which measures temperature, ozone and
other chemical species with a vertical resolution of
about 1.7 km; and

SCIAMACHY (Scanning Imaging Absorption Spec-
trometer for Atmospheric Cartography), a limb- and
nadir-sounder which measures vertical profiles and
total column amounts of temperature, ozone and
other chemical species.

The European Union has funded a concerted ac-
tion, DARE (Data Assimilation in Readiness for En-
visat), to co-ordinate collaboration between Euro-
pean groups to build a capability to assimilate En-
visat data. Further and other parties, to assimilate
Envisat data has been accepted by the European
Space Agency. CGAM data assimilation plans in-
volve close collaboration with its DARE partners.
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ABSTRACT

Since the 1960s, one of the most important sources
of data on our atmosphere has been from satellites.
The ability of satellites to observe the Earth ranges
from nearly complete global coverage every day, to
continuous observations of a particular part of the
Earth. Satellites offer the only practical method of
obtaining valuable data over much of the world, es-
pecially the oceans and remote land areas. To date,
the analysis of chemical trace species has received lit-
tle attention in comparison with the analysis of me-
teorological variables. Current methods of chemical
analysis used for satellite data tend to treat species
independently, ignoring the complex and very impor-
tant balances that exist between species. Moreover,
the large diurnal variations in the concentrations of
many species are either accounted for in very simple
ways, or avoided by analysing concentrations at fixed
local time. Thus a great deal of valuable informa-
tion contained in the shape of diurnal cycles and the
partitioning of chemical species is completely wasted.
This report outlines the methods we use, and the
progress we have made in chemical data assimilation
of a large number of atmospheric species relevant to
ozone depletion.

Key words: Chemical data assimilation, {D-Var, ozone
depletion, atmospheric chemistry.

1. Introduction

The global distribution of ozone and other atmo-
spheric constituents has changed considerably over
the last decade, with record low global ozone levels in
the last few years and downward trends over much of
the globe (WMO 1995). The analysis of the changes
in the ozone fields, and of atmospheric chemistry in
general, is severely hampered by a lack of consistent
data sets and especially from the lack of insight in to
the role of chemistry and dynamics on the behaviour
of ozone. The data assimilation package that we have
developed, and is described here should be able to
dramatically improve this state of affairs.

Since the 1960s, one of the most important sources
of data on our atmosphere has been from satellites.

The ability of satellites to observe the Earth ranges
from nearly complete global coverage every day, to
continuous observations of a particular part of the
Earth. Satellites offer the only practical method of
obtaining valuable data over much of the world, espe-
cially the oceans and remote land areas. The Earth
Observing System (EOS), which will be launched in
the late 1990s, will provide the most complete set of
Earth observations ever taken.

The intelligent use of this data on a wide variety of
chemical constituents, measurements that have cost
many millions of dollars/pounds to make, is a non-
trivial task as the observations are not co-located in
time or space. Satellites make measurements of at-
mospheric constituents by a range of methods, and
at a range of times and locations. The measurements
are not made on a regular spatial grid or at the same
times of day. Since the analysis of satellite measure-
ment is so complex, the measurements have not been
used to their full potential.

To date, the analysis of chemical trace species has
received little attention in comparison with the anal-
ysis of meteorological variables. Current methods of
chemical analysis used for satellite data tend to treat
species independently, ignoring the complex and very
important balances that exist between species. More-
over, the large diurnal variations in the concentra-
tions of many species are either accounted for in very
simple ways, or avoided by analysing concentrations
at fixed local time. Thus a great deal of valuable in-
formation contained in the shape of diurnal cycles is
completely wasted.

The technique of data assimilation can significantly
improve the situation. Data assimilation is most
highly developed in meteorology, particularly in
weather forecasting. Improvements in assimilation
techniques have already been instrumental in consid-
erably improving the accuracy and range of weather
forecasts, and the potential for assimilation tech-
niques to advance our general understanding of the
Earth system has already been clearly demonstrated.

The data assimilation technique is so effective since
it seeks to produce an analysis which fits a set of
observations taken over a time window, subject to
the strong constraint that the evolution of the anal-
ysed quantities is governed by a deterministic model
describing the given observations. By imposing the
equations of the model as strong constraints, the
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analysis problem is reduced to that of determining
initial values for the model such that the subsequent
evolution minimises a measure of the fit to the obser-
vations. The analysis method is therefore able to el-
egantly exploit information, which is not available to
conventional analysis techniques, such as the shape of
the diurnal cycles of atmospheric constituents. Thus
intelligently using our knowledge of the processes in-
volved has allowed us to extract much more informa-
tion from the observations.

As a result, asynoptic satellite observations made at
whatever location or time within a time window can
be used to produce a set of self-consistent synoptic
analyses of the observed species. In addition, syn-
optic analyses can be inferred for species included
within the model even though not actually observed.
In other words, an intelligent use of our knowledge of
the processes involved extends the information con-
tained within the observations to infer observations
not made. This can itself be used as a stringent test
of the technique.

For the first time in Fisher & Lary [1995] we have
applied the technique of data assimilation to atmo-
spheric chemistry. This use of the data assimila-
tion technique for atmospheric chemistry produced
a synoptic analysis of chemical species from asynop-
tic satellite data. In addition, the method allowed
many useful insights to be gained that can not be
obtained by any of the other techniques currently
available. We have now considerably extended the
work of Fisher & Lary [1995] to have a more detailed
chemical scheme.

2. Objectives

The specific objective of this research has been to
derive the maximum value from remotely sensed at-
mospheric data gathered by international agencies in
understanding the effects of man-made pollutants on
our atmosphere, such as the chemical mechanisms re-
sponsible for ozone depletion. This is the first time
that a self-consistent chemical analysis of many atmo-
spheric observations has been produced using data-
assimilation will have been used to examine in un-
precedented detail the chemical mechanisms involved
in such important environmental issues as ozone de-
pletion.

We now have a good basis for the tools that we need
to make a substantial contribution to the analysis

of EOS, ERS, and Envisat data, as well as to the
analysis of existing data from UARS.

2.1.  Analysis Method

4D-Var expresses the analysis problem as the con-
strained minimisation of a cost functional, .7, defined
as

1
J = -2—(xb - XQ)TB"I(Xb — Xo)

1S —
+ Eg(yn _Sn) R (¥a — Sn) (1)

Here, x¢ is the vector of initial parcel concentra-
tions, x, is an independent estimate of the ini-
tial parcel concentrations and B is the covariance
matrix of expected errors in x,. The expression
(xp — xo)TB‘1 (xp—xXo) is generally called the “back-
ground term” of the cost functional and xy, is called
the background.

The vector y;, in equation (1) consists of all observa-
tions which are considered valid at timestep n. s, is
a vector of “model equivalents” of the observations.
That is, each element of s, is an estimate of the corre-
sponding element of y,, based, in our application of
the method, on the parcel concentrations at timestep
n. In the analyses presented in this paper, s, is a lin-
ear function of parcel concentrations, s, = Hyxy,
where x;, is the vector of concentrations of all species
for all parcels at timestep n, and H, is an “obser-
vation operator”. We leave further discussion of the
calculation of s, until later sections.

The matrix R, is the covariance matrix for the ran-
dom errors in (y, — s,) which would be expected
given a perfect analysis. That is, R, accounts for
the random errors in the observations and the “rep-
resentativeness errors” (Lorenc, 1986) introduced in
simulating the observations.

The strong constraints of the model equations are
incorporated into the analysis by regarding 7 as a
function of the initial concentrations only — i.e. as a
function of x¢. Concentrations at subsequent times
are determined by integrating the model equations
forward in time. This achieves two major simplifi-
cations. First, it replaces a constrained minimisation
problem with an unconstrained problem. (Numerical
algorithms for unconstrained minimisation are con-
siderably more efficient and less prone to problems of
ill-conditioning than are algorithms for constrained
minimisation.) Second, the number of independent
variables is reduced by a factor of N + 1.

The analysis scheme uses a descent algorithm to pro-
duce a convergent sequence of estimates of the vector
Xo which minimises the cost functional. The algo-
rithm requires the calculation of the gradient of the
cost functional with respect to xo. This is evaluated
by integrating the adjoint of the tangent linear equa-
tions for the model. These equations may be derived
in a number of ways. Talagrand & Courtier (1987)
derived the equations using the theory of adjoint op-
erators. A derivation in terms of Lagrange multipliers
is also possible (Daley, 1991).

The algorithm used to minimise J is as follows:

1. Start with an initial guess for xq.

2. Integrate the photochemical model to give x, for
n=1...N.

3. Evaluate J. If the value of J is small enough
then STOP.

4. Tterate the ATL equations to calculate Vy,J.

3. Use a descent algorithm to find a better guess at
xo (i-e. a guess for which J is reduced).

6. GOTO 2



3. Chemical Model

The model used in this the model by Lary called
AuToCHEM (Lary et al. (1994)). The model is ex-
plicit and uses the adaptive-timestep, error monitor-
ing, Bulirsch-Stoer (1980) time integration scheme
designed by Press et al. (1992) for stiff systems of
equations. The integration scheme is as accurate as
the often used Gear (1971) package, but faster. Pho-
tolysis rates are calculated using full spherical geom-
etry and multiple scattering as described by Lary &
Pyle %1991a,b) after Meier et al. (1982) and Anderson
(1983). For this study, photolysis rates were updated
every fifteen minutes.

An extremely useful feature of the model is the exis-
tence of a code generation program which automates
the process of writing numerical chemical models.
Given a set of reaction databases for bimolecular,
trimolecular, photolysis and heterogeneous reactions
the program automatically writes the fortran code
to calculate the time derivatives and the jacobian ma-
trix required by the numerical integration program.
This enables new reaction schemes, containing dif-
ferent chemical species, rates or both, to be imple-
mented without the need for manual coding. The
user specifies which reactants and products should
be included. Reactions which are just upper limit
estimates, with unknown products of the required
species, or reactions which are endothermic by more
than a given amount can be automatically excluded
if required.

The analysis method presented in this paper inte-
grates the adjoint of the tangent linear equations for
the model in addition to integrating the model. The
number of code changes required to implement new
reactions in the analysis scheme is about double the
number required to implement the reactions in the
model alone. By modifying the code generation pro-
gram to automatically write code for the adjoint tan-
gent linear model, we have extended to the analysis
scheme the ability to implement new reactions with-
out manual coding. We intend to exploit this ability
in future studies to determine the effect on the accu-
racy of the analysis of including or excluding various
species and reactions.

4. Atmospheric Database

The ever-increasing quantity and availability of ob-
servational data allows us to develop more accurate
and more detailed atmospheric models than ever be-
fore. Unfortunately there is a drawback to having
this amount of readily accessible information, namely
the time that must necessarily be invested in sorting
and extracting the required data. Given that dif-
ferent data sets are invariably presented in different
file formats this process is usually performed from
scratch each time, especially when data from more
than one set is required.

A full description of the database and its powerful ca-

pabilities are beyond the scope of this report. How-
ever, the basic points are:

1. Common file format

x Day *  Month
Year Day of year
Time (GMT) *  Longitude

*  Latitude Temperature
Pressure %  Geopotential height

%  Potential temperature Potential vorticity
% Equivalent latitude Equivalent length
Data Error

Table 1. Chemical database records for each observa-
tion. Those quantities marked with a star are used
as co-ordinates and may be used to specify limits in
the search process.

2. Flexible database import & export

3. Rapid searching of large datasets

As a first step in automating this process we first
convert each new data set into a common file format.
This allows our searching procedures to be re-used
each time.

The file format we use is a column-based plain text
file. We use one file for each day of observations
from each instrument. The data usually consist of
the date, time and location of the measurement along
with the measurement itself and an estimate of the
error on that value. In addition to these we add
several other quantities describing the atmosphere at
that point and time. The full list is given in Table 1.
Those quantities marked with a star are used as co-
ordinates and may be used to specify limits in the
search process.

New data set is added to the database using a form.
The location of the files is set along with the instru-
ment and quantity being measured. The database
then scans each file to determine the co-ordinate lim-
its and creates an entry in the index table. Finally
the entry in the contents table is created.

Data is extracted from the database using a the
multi-tabbed form. The first tab allows the user to
select which specie or other quantity is required. Any
one or more observing instruments measuring that
quantity may then be selected. Finally any set of
the available data sets may be selected. Once these
have been chosen the user can then select the limits
in any set of co-ordinates which are used to filter the
data. The data may be filtered according to physical
location or its location in equivalent latitude - theta
space. In addition, a range of dates may be specified
and data may be dropped if its error is greater than
a user-specified level. The third tab allows the user
to refine the list of fields output buy the database.

The data may be binned in up to three co-ordinates
which the user can choose, with the widths of each
bin specified separately. This allows a high number
of data points to be brought down to a manageable
level. There is also an option to drop extreme data
values.

The final form allows the output options to be se-
lected. The data may be output in a format suitable
to be used with our models or for display with the
IDL plotting package. Data is automatically grouped
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Figure 1. The equivalent PV latitude - theta vertical temperature cross-section from the UKMO analysis for 29

March 1992.
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Figure 2. All the O3 observations made during the
ATLAS-1 mission by ATMOS plotted as a function
of equivalent PV latitude and theta.
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Figure 3. All the CIONOQO; observations made dur-
ing the ATLAS-1 mission by ATMOS plotted as a
function of equivalent PV latitude and theta.

according to the time each observation was made.
The grouping interval can be specified here. There is
also an option to ignore the dates of the observations
and to treat them all as one day.

The versatility of this database allows much to be
added with a minimum of effort.

5. Visualisation

Given the amount of data we have available to put
into out models and the complexity of the chemical
schemes we are able to run, the amount of data that
is produced means that some method of rapidly vi-
sualising the results is required. To this end we have
developed a package called PlotAssim using RSI’s IDL
software.

The primary mode of operation is to read in the out-
put files generated by our models. Using a file selec-
tion window the path and file extension can be set,
either directly or by clicking on browse and using a
directory selection dialog box. The full list of files is
given on the left, the list selected on the right. The
tiles may be selected in any order.

The package has two main plotting modes, X-Y line
plots and X-Y-Z surface plots. In each case a sepa-
rate set of data may be loaded and overlayed. This
allows model output to be compared with observa-
tions extracted from the database or with another
model.

6. Catalytic cycles

Within the PlotAssim package there is a facility to
calculate the properties of chemical catalytic cycles.
The importance of atmospheric catalytic cycles was
first recognised by Bates and Nicolet [1950]. Since
then, it has become well established that the con-
centration of stratospheric ozone is controlled by the
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Figure 4. 4D-Var chemical analyses for 29 March 1992 of ATLAS-1/ATMOS data in an equivalent latitude band
centered on 40°S. The vertical axis in each case is the potential temperature, 8, in K, the horizontal axis is
the local solar time in hours. Overlaid on the analysis are the observations made by ATMOS. As the ATMOS
instrument uses solar occultation the observations are only available at sunrise or sunset.

balance between its production, and its destruction,
and that the destruction of ozone is mainly due to
catalytic cycles involving nitrogen, hydrogen, chlo-
rine, and bromine species.

The effectiveness of catalytic cycles in destroying
ozone is controlled by two factors, the chain length
of the catalytic cycles and the abundance of the rad-
ical which is the chain center. The chain length is
the number of times the catalytic cyclic is executed
before the reactive radical involved, the chain center,
is destroyed. It is valuable to systematically consider

the effectiveness of the ozone destruction cycles in
the atmosphere.

Once a set of cycles has been entered several quan-
tities are calculated for each cycle. Amongst these
are the chain length and chain effectiveness for each
cycle, the rate of propagation of each branch as a
fraction of the total, the rate of termination of the
cycle and the rate limiting step of each branch.

Some of this data is then summarised in a cycle plot.
The two nodes involved in the cycle (e.g. Cl & ClO)
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Figure 5. On the left hand side is shown the rate of propagation for 29 March 1992 of the NO,, ClOy, BrOy, and
HOy cycles based on the 4D-Var chemical analysis of ATLAS-1/ATMOS data in an equivalent latitude band
centered on 40°S. On the right hand side is shown the corresponding chain length (() ow many times the catalytic

cycle is executed before the radical is removed) for the NOy, ClOy, BrOy, and H

are shown in the large circles in the centre of the
diagrams. Each branch or group is shown as a box
linking the nodes. Those going from left to right
are shown at the top, those going in the opposite
direction are shown at the bottom. The branch con-
tributing most to the rate in each direction is plotted

« cycles.

closest to the nodes. The fraction each branch con-
tributes to the rate in each direction is shown in the
boxes along the arrows. The reactions that make up
each branch are indicated along with how often each
reaction is the rate-limiting step (i.e. the slowest) for
that branch and the mean rate of that reaction.



7. Example analysis of ATMOS data

The Atmospheric Trace Molecule Spectroscopy is an
instrument that flies in the payload bay of the space
shuttle and measures the concentrations of gases
present in the atmosphere at altitudes between 10
and 150 kilometers. As the shuttle’s orbit carries it
into and out of Earth’s shadow, the ATMOS instru-
ment views the Sun as it sets or rises through the
atmosphere. The spectrometer measures changes in
the infrared component of sunlight as the Sun’s rays
pass through the atmosphere. Trace gases absorb
very specific wavelengths which allows us to deter-
mine what gases are present, in what concentrations,
and at what altitudes. ATMOS has flown several
times.

The STS-45/ATLAS 1 mission was launched on
March 24, 1992 from the Kennedy Space Center.
During 8 days of operation, the ATMOS instrument
made a total of 98 observations, spanning a substan-
tial portion of the globe. The 53 measurements taken
at orbital sunrise covered the mid-latitude and equi-
torial regions of the earth from 30°S to 30°N. The 41
sunset observations were made at 25°S to 55°S. AT-
MOS was only able to monitor the atmosphere down
to a height of about 20 km, due to a recent erup-
tion of Mount Pinatubo, which clouded the region
below that with dust and aerosols. Figure 1 shows
the equivalent PV latitude - theta vertical temper-
ature cross-section from the UKMO analysis for 29
March 1992 and the associated variance. As just two
examples of the observations made Figures 2 and 3
show all of the O3 and CIONO. observations made
during the ATLAS-1 mission by ATMOS plotted as
a function of equivalent PV latitude and theta.

7.1. A detailed study of 40°S

Over this period the equivalent PV latitude for
which the vertical profiles covered the largest range
of altitudes, and for which the largest number of
species were observed simultaneously was centered
on about 40°S. For this equivalent PV latitude a
detailed chemical analysis was performed on the
basis of our chemical data assimilation. To per-
form this analysis a chemical scheme containing
a total of 59 species was used. 54 species were
integrated, namely: O(*D), O(®P), O;, N, NO,
NO,, NOs, NyOs, HONO, HNO3z, HO;NO;, CN,
NCO, HCN, Cl, Cl,, CIO, C100, OCIO, Cl302,
CINO,, CIONQ;, HCl, HOCl, CHs0Cl, Br, Bry,
BrO, BrONO,, BrONO, HBr, HOBr, BrCl, Hy, H,
OH, HO,, H;0,, CH;, CH30, CH30,, CH;0H,
CH3;00H, CH30NO,, CH30,NO,, HCO, HCHO,
CH,4, CH3Br, CF,Cl,, CO, N2O, COz, H;O. The
model contained a total of 357 reactions, 233 bimolec-
ular reactions, 31 trimolecular reactions, 48 photoly-
sis reactions, 41 heterogeneous reactions, and 4 uni-
molecular heterogeneous reactions.

Figure 4 shows some of the results from this 4D-
Var chemical analyses for 29 March 1992 of ATLAS-
1/ATMOS data. The vertical axis in each case is the
potential temperature, 6, in K, the horizontal axis is
the local solar time in hours. Overlaid on the anal-
ysis are the observations made by ATMOS. As the

ATMOS instrument uses solar occultation the obser-
vations are only available at sunrise or sunset. It can
be seen from Figure 4 that the 4D-Var was capable
of simultaneously reproducing many of the the obser-
vations made by ATMOS.

On the left hand side of Figure 5 is shown the rate
of propagation for 29 March 1992 of the NO,, ClOx,
BrOy, and HO, cycles based on the 4D-Var chemical
analysis of ATLAS-1/ATMOS data in an equivalent
latitude band centered on 40°S. On the right hand
side is shown the corresponding chain length (how
many times the catalytic cycle is executed before the
radical is removed) for the NOy, ClOy, BrOy, and
HO, cycles.

Although the full chemical analysis of this data is
beyond the scope of this article, it is very exciting to
see that we are now able to extract such a level of
detail from atmospheric observations.

8. Conclusion

Significant progress has been made in the develop-
ment of chemical 4D-Var in terms of infra-structure
and analysis tools.
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FOUR-DIMENSIONAL DATA ASSIMILATION FOR TROPOSPHERIC OZONE ANALYSIS

H. Elbern, H. Schmidt, A. Ebel
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ABSTRACT

The problem of analyzing the chemical state of
the troposphere by observations and a chemistry—
transport model (CTM) using advanced assimilation
techniques is considered. The method applied is the
four dimensional variational data assimilation (4D-
var) which iteratively minimizes the misfit of mod-
eled conceniration levels with observations. In the
present development phase the assimilation proce-
dure is able to optimize initial values or emission
rates of the CTM. It can be shown that the space-
time variational approach is able to analyze and to
predict observed species to a certain limit after the
end of the assimilation window.

Key words: chemical data assimilation; adjoint mod-
elling; parameter optimization; inverse modelling,
ozone prediction, chemistry—transport modelling.

1. INTRODUCTION

The data assimilation procedure of exploiting ob-
servations scattered in time for the analysis of the
chemical state of the atmosphere is considered for a
complex mesoscale chemistry transport model. In
an attempt to transfer the good success with the
four-dimensional variational data assimilation tech-
nique recently made in meteorological forecasting,
this method has been applied to tropospheric gas
phase chemistry modelling. In this exposition ini-
tial values and emission rates are the parameters to
be optimized. However, the underlying control the-
ory admits for further parameters to be optimized.
For example, emphasis may also be placed on lateral
boundary values, and deposition velocities.

The objective of the present paper is to demonstrate
the feasibility of the four—dimensional variational
data assimilation technique (4D-var) for comprehen-
sive gas phase chemistry transport models, and to
give an account of first experiences with the analysis

skill.

2. THEORY AND MODEL DESCRIPTION

2.1. Space-time variational data assimilation

Data assimilation procedures seek to find an initial
model state which assures an optimal compliance be-
tween observations and an ensuing model integration.
An objective measure to quantify the difference be-
tween measurements and model state is conveniently
deﬁn;ad by a distance function as follows (Lorenc,
1986):

T (x(1)) = 3 x — x{t0)) B x0 — x{t0)) +

%[ " (®(t) - x(t))T 0_1(i(t) —x(t))dt (1)

where J is a scalar functional defined on the time
interval tg < t < ¢y dependent on the vector val-
ued state variable x. The first guess or background
values x;, are defined at ¢ = to, and B is the covari-
ance matrix of the estimated background error. The
observations are denoted % and the observation and
representativeness errors are included in the covari-
ance matrix O.

We now introduce the model equation ﬂ’;tﬂ =
M(x(t)) + e with emission rates e as a strong con-
straint with Lagrange multipliers A(t) as an addi-
tional term for (1), and a scalar product {( , ), then
defining a constrained distance function L(x,e, ).
Hence,

L(x,e,A) = J(x,e)—l—/t N(/\, M—M(x(t))——e)dt

ot
(2)

At the stationary point §£ = 0 the following holds:

8L(x,e ) __ 0 8L(x,eA) _ 0 aL(x,e,A) __ 0
[2) % ax - de -

At the stationary point of £, after differentiation with
respect to x and integration by parts, we find

_ )

—MFA\F) =
pn )

R (&(1) — x(t).  (3)

The adjoint initial condition A(tx) = 0 is applied
with M’* being the adjoint model.
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Figure 1. Identical twin experiment displaying assimilation results of surface ozone observations for the lowest level (left
panel column) and third level (right column), scaled to be 230 m. Left upper panel: initial reference state (“truth”) of the
surface ozone and ensuing simulated concentration levels as provided as observations. Right upper panel: reference state
(“truth”) of the third level, scaled to be 230 m, but depicted ozone observations are not provided. Medium panels: first
guesses for the lowest (left) and third level (right). Lower panels:

(right).

assimilation results for the lowest (left) and third level

(4)



with the left hand side also giving the gradient of J
with respect to e. For a more detailed description see
for example Talagrand and Courtier (1987), Navon
(1997), Elbern et al. (1997, 1998).

2.2. The Limited Area Chemistry Transport Model

The EURAD CTM2 is a comprehensive tropospheric
Eulerian model operating on the mesoscale-a. A full
description of the EURAD (European Air pollution
Dispersion model) CTM2, which is an offspring of the
Regional Acid Deposition Model RADM2 {Chang et
al., 1987) may be found in Hass (1991). The chem-
istry transport model calculates the transport, diffu-
sion, and gas phase transformation of about 60 chem-
ical species with 158 reactions. For the gas phase
chemistry a semi—implicit and quasi steady state ap-
proximation method (QSSA) is applied for the nu-
merical solution of the stiff ordinary differential equa-
tion system as proposed by Hesstvedt et al. (1978).
Horizontal and vertical transport is simulated by a
fourth order Bott (1989) scheme.

3. IDENTICAL TWIN EXPERIMENTS

As a first test the capability of the 4D—var method
is taxed within the framework of identical twin ex-
periments. With this method artificial ‘observations’
are produced by a preceding reference model integra-
tion based on initial values or emission rates to be
analyzed by the subsequent assimilation procedure.

3.1. Analysis of the Initial Concentrations

The skill of the 4D—var method can then be esti-
mated by comparing the analysis with initial values
withheld from the reference run. The assimilation
time interval spans six hours, starting at 06:00 local
time in the centre of the integration domain at mid-
summer conditions. The length of the assimilation
interval is limited by available computing time. The
wind field is defined to form two vortices, a cyclonic
one in the eastern, and an anticyclonic one in the
western part of the integration domain, with loga-
rithmically increasing wind speed aloft.

In the experiment two circular emission areas are
introduced, in the north-western and the south—
eastern part of the integration domain. Only ozone
observations of the lowest level are provided to the
algorithm. The analysis result for ozone at the lowest
model level is depicted in Fig. 1, left panel column.
Information transfer from the observed surface layer
to elevated height levels are only due to the verti-
cal transport and diffusion operators. As a conse-
quence of underdetermination, adaption to the set of
observations is not only possible by modification of
unobserved chemical species but also by mixing and
transport downward of the observed tracer. From the
viewpoint of minimization this can be reformulated
as follows: although the minimum of the cost func-
tion may be unique in a reasonably bounded domain
of the phase space, an elongated extremum reflecting
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the poor preconditioning of the minimization prob-
lem may severely hamper the approximation to a suf-
ficient vicinity of the true state. The right panel col-
umn of Fig. 1 displays the analysis result for ozone at
height level three, representing an elevation of about
230 m.

3.2. Emission Rate Optimization

For this experiment model configurations and meteo-
rological conditions are the same as in the case of ni-
tial value optimization. The key difference is that the
initial values are taken to be known correctly, but the
emission rates are deviating from the “truth” and are
to be analyzed. Fig.2 displays an experiment where a
time dependent emission scenario for NO is given for
several grid points, representing for example a street
network with common emission rates. The temporal
variation within the time frame of the assimilation
window of six hours is assumed to be composed by
a constant background and a cosine. The first guess
emission rates are depicted by the dashed line, while
the “truth” is given by the bold line. Analysis results
from the various grid points are displayed by the dot-
ted lines. Clearly a significant approximation to the
true state is obvious.

0.0070
0.0060 j

0.0050
0.0040
0.0030F

0.0020

NO emissions [ppb/sec]

0.0010
0.0000

0 5 10 15 20 25 30 35
model time step [dt = 10 min]

Figure 2. Temporal variation of the NO emissions during
the 6 hours assimilation interval: solid line is reference
time series, dash—dotted line is first guess. Dotted curves
represent the analysis for each grid cell of the line sources.

Units in [ppb/s].

4. REAL CASE STUDY

In this section a first application of the 4-dimensional
variational technique to a real case study of an ozone
episode during August 1997 is presented. The model
grid configuration is given by a 77 x 67 x 15 grid
structure encompassing nearly the entire European
continent.

Only a limited number of about 70 measurement sta-
tions, mostly confined to central Europe, is available.
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Figure 3. Initial value optimization: Time series
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lines, results after initial value optimization indicated by
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val 6 — 12 GMT, display of later hours for performance
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4.1. Analysis of the Initial Concentrations

In Fig. 3 measurements of three surface observation
stations are presented, along with the first guess
based model simulation and the final analysis rte-
sults. A significant performance improvement can
be claimed not only during the assimilation interval
from 6 to 12 GMT, but also for later hours. The
favourable performance degrades however, presum-
ably due to the missing radius of influence to be as-
soctated with each observation. Clearly concentra-
tion levels of air masses windward to the observation
locations cannot be modified by the analysis and ex-
hibit their unaltered ozone level when reaching the
observed grid point. This effect can be progressively
observed with integration time beyond the assimila-
tion interval. Fig. 4 shows the decrease of the total
cost function with respect to the number of itera-
tions. The increasing background portion as given by
the dotted line indicates the movement of the initial
state’s position from the background to the analysis.
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Figure 4. Evolution of the normalized cost function (1)
as @ function of iterations. The background fraction is
indicated by dotted line.

4.2. Emission Rate Optimization

At some locations it was obvious that the emission in-
ventory of the adjacent area was obviously erroneous.
Nineteen species are simulated to be emitted, mostly
nitrogen oxides and hydrocarbons. The analysis pro-
cedure is rerun with the option of emission optimiza-~
tion activated. Fig. 5 shows observations, first guess
model performance and analysis performance again
for ozone for three measurement sites. The assimila-
tion window was defined to be 14 hours to span the
principal part of the diurnal emission cycle. Again a
significant improvement can be claimed after modifi-
cation of the emission rates.

5. CONCLUSIONS

It is shown that the 4D-var data assimilation proce-
dure is able to markedly improve the model perfor-
mance. This can be expected to be further the case,
when a proper definition of radius of influence is im-
plemented for each observation. For the future both
optimization procedures, initial value and emission
rate optimization must be combined to avoid spuri-
ous artificial modifications caused by over-adaption.
A sound statistical basis must be established to en-
sure an expedient weighting for both components.
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ABSTRACT

The Reduced-Rank Square Root Filter (RRSQRT-
EKF) of Verlaan and Heemink (1995) is implemented
for a nonlinear chemistry model in order to evaluate
the potential efficiency of this algorithm when ap-
plied to a full chemistry-transport model. Two exper-
iments using simulated observations are performed:
one with erroneous emission rates and a second with
model error. In both cases, the RRSQRT-EKF was
able to provide a gain in efficiency with no loss in
accuracy over the conventional Kalman filter. Also,
when data generated by a complex mechanism was
assimilated by a model with a simplified mechanism,
the observed species were well recovered. Information
was obtained about some (but not all) unobserved
species.

Key words: data assimilation; Kalman filter.

1. INTRODUCTION

Recently, Fisher and Lary (1995) have demonstrated
that data assimilation may be used to improve the
estimation of chemical species. While this study
concerned stratospheric ozone estimation, Elbern et
al. (1997) have demonstrated that Four-Dimensional
Variational Assimilation (4DVAR) can be beneficial
to the problem of tropospheric ozone estimation. In
this work, we investigate the applicability of a com-
putationally efficient Kalman filter to the problem of
tropospheric ozone estimation.

The tremendous cost of the Kalman filter is due to
the necessity of integrating the forecast error covari-
ance matrix in time. For a matrix of dimension
N x N, this requires 2N model integrations. Since
N is typically 10° or 10® for meteorological applica-
tions, a Kalman filter is not feasible. While there
are many methods of approximating the Kalman fil-
ter to reduce its cost, we investigate the efficiency
of the Reduced-Rank Square Root Kalman Filter
ERRSQRT—KF) proposed by Verlaan and Heemink
1995) for applications involving chemistry-transport
models. The RRSQRT-KF has been shown to be as
much as several orders of magnitude cheaper than
the conventional algorithm for the transport prob-
lem alone. To evaluate its possible efficiency for the

full chemistry-transport problem, we first consider its
applicability to the chemistry problem alone. Thus,
our model will be a nonlinear chemistry box model,
at a single point in space.

2. THE CHEMISTRY MODEL

The chemistry model used in this study is a very sim-
plified model that represents some of the main pro-
cesses involved in tropospheric ozone formation. The
reaction set, indicated in Table 1, involves only 22 of
hundreds of possible reactions. The most important
simplifications made are the omission of nighttime
chemistry and the omission of all the complexity of
the hydrocarbon interactions. The latter processes
are represented here by the presence of a single, non-
methane hydrocarbon, denoted HYD.

Table 1. A Simple Tropospheric Reaction Set

No. Reaction
1 NO; — NO + O(P)
2 OCP)+0:+M =03 +M
3 O(3P) + NO4 — NO + Oq
4 NO + O3 — NO; + Oy
5 NO + NO + O — 2 NO,
6 O3 — 0(3P) + Ogq
7 O3 —+ O(*D) + O,
8 O('D) + Hy0 2 OH
9 O(D)+M - O(P) + M
10 O3+ OH - HO9 + Ogq
11 NO + HOq - NO, + OH
03 + HO» — OH + 2 04
HO, + HO9 — HyOs + O2

HO; + HO; + M — Hy02 + M + Oy
HO, + HOy + H O  — Hp05 + H>0 + O
HO, + HO; + H, O — H,0> + HyO + 09

Y Y Y el el o
R — OO0 ~I U W

H202 - 2 0H

H,0, + OH — HO, + H0
CO + OH —+ HOq

CH,; + OH — RO, + H30
HYD + OH -+ RO,

RO, + NO — NO; + HOq
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The use of such a simplified model was motivated by
two reasons. Firstly, we can attempt to address the
implications of using a simplified chemistry model
for data assimilation applications when the “true”
system is known to be much more complex. This
is important because four-dimensional data assimi-
lation schemes are very expensive so that it may be
necessary on computational grounds to use simpli-
fied chemistry schemes. Secondly, a simplified system
that is representative of the nonlinearity of more re-
alistic models will allow our results to be more easily
interpreted.

Chemical integrations of the system of eight coupled
differential equations resulting from Table 1 were per-
formed using a second-order Euler backward scheme.
A fixed chemistry time step of two minutes was em-
ployed and emissions of NO were introduced at each
model time step. The reaction rates were held fixed
over 1 hour time steps. No deposition was included:

3. THE DATA ASSIMILATION SCHEMES

Because the model is nonlinear, we use a first-order
Extended Kalman filter (or EKF). Additionally, we
will perform some experiments where the data is
generated by running a more complex and complete
model of tropospheric ozone. Thus the simple model
will have considerable model error which will be cor-
related in time. To avoid making an assumption of
white (in time) model error, we first augment the
model state by the model error vector. Then the
model error is itself modelled as a Markov process:

:B£_H = ®pxy + wy + ug

W1 = owg +7.

Here z is the state variable with dimension n, & is
the nonlinear chemistry model and w is the model
error vector with dimension ¢. u is an n-vector of
emissions. Both n and ¢ are 8. 7 is a white noise
and « is taken to be 0.2. By defining a new state
variable, X} = [x£,wg]T of dimension n +¢ = 16, a
new model equation which is forced by white model
error is found.

Assuming that the measurement error covariance ma-
trix R (of dimension m) is a diagonal matrix, the up-
date procedure of the RRSQRT algorithm for time
step & + 1 is summarised as follows:

a;,J:+1 = Opxp + ug

LI, = [8:L¢QY?
Uk+1Dg41 U13+1 = (L£+1)TL£+1

Z£+1 = [L£+1Uk+1]n><s (1)

where () is the model error covariance matrix and L¢
is a n X s square root matrix of P#. The columns

of Ug41 contain the eigenvectors of Lk+1L;f_|_1, and
Dyy1 is a diagonal matrix with the eigenvalues of

L;H_lL',fH as its elements. The analysis equations
are

vr = (LI)THT

Y = (pr+R)

K, = E£¢k7k
Ly = I - Kwf[L+ (wR)?)
zp = a + Kilz — Hya!] (2)

Here z is the m-vector of observations and H is a lin-
ear interpolation operator mapping state variables to
observed variables. It should be noted that the im-
plementation of equation (2) needs to be performed
m times for m uncorrelated measurements at each
time step. The RRSQRT-EKF is started from the

initial conditions: g = x¢ and Pf = Q.

In order to evaluate the efficiency and accuracy of the
RRSQRT-EKF results, we also implement a 4DVAR,
scheme since it has been used by both Fisher and
Lary (1995) and Elbern et al. (1997). The cost func-
tion employed is as follows:

J = Y lek ~ (@) R [z — H(zy)]

+ (o —2{]" () o — xf). (3)

The interpolation operator H is both linear and time
invariant 1}1 this work. ?At the start of the assimilation
period, Fy = @ and zj= xo.

4. THE EXPERIMENTS

Two experiments are performed. In the first, the
simple model is used to generate the “truth” and an
emission of NO is included. However, the data as-
similation schemes will assume an incorrect emission
rate for NO. This experiment addresses the fact that
emissions are often a dominant factor in tropospheric
pollutant estimation, and they are not well known.

In the second experiment, a more complete mecha-
nism of tropospheric ozone processes is run to gen-
erate the “truth”. The simple 8-species model is
then used to assimilate the observations of 3 of the
8 species. This experiment attempts to mimic the
situation where a simplified chemistry model is used
for data assimilation while the true system is much
more complex.

4.1. Experiment 1: Incorrect Emissions

In this experiment, the simple model (based on Ta-
ble 1) will be run to generate a “truth”. Emissions
of NO of 0.6 ppbv/hour are assumed during this sim-
ulation. However, the RRSQRT-EKF and 4DVAR
assimilation schemes will be run with an incorrect
emission rate of 1.2 ppbv/hr (or an error of 100%).
The initial conditions for the data assimilation are
indicated in the first column of Table 2. The initial
conditions used for the truth appear in the second
column. The background state has values of similar
orders of magnitude to the true initial condition for
all species with the exception of HO5 and RO,. The
observation error covariance matrix, R, includes er-

rors of representativeness and is taken to be diagonal



with elements given by the squares of the third col-
umn of Table 2. Finally, the model error covariance
matrix, Q, is also assumed diagonal with standard
deviations given by the last column of Table 2.

Table 2. The inttial conditions and error statistics for
Ezperiment 1. The units are ppbv.

Species Background Truth  Obs Model
error  error

NO2 1.0 0.5 10 30
NO 0.2 0.3 10 30
Og 50.0 80.0 30 90
CO 220.0 200.0 100 3
Hy09 1.0 2.0 1 3
HYD 1.0 0.5 1 3
HO» 1.0E-02 1.0E-19 1 3
RO, 1.0E-03 1.0E-19 1 3

The results of the assimilations are shown in Fig. 1.
The rank of the RRSQRT-EKF solution shown is 8
and the 4DVAR solution used an assimilation period
of 3 hours. In this figure, we see that without data as-
similation, the background solution of NO; produces
unrealistically large estimates due to the use of an
incorrect emission rate. However, with data assimila-
tion, both the RRSQRT-EKF and 4DVAR solutions
correct for the error in the emission rate and produce
the true solution for NOy, NO and O3. For the case
of Hy 04, the true solution is approached after about
24 hours. For HO; and RO2 (not shown), both as-
similation schemes produce good estimates but both
have some difficulty reproducing the peak at hour
6. The 4DVAR solution is closer to the peak but
noisy. The RRSQRT-EKF solution underestimates
the peak. Finally, the rate of decay of CO is well
obtained by both assimilation schemes but there is
no adjustment for the initially incorrect value of CO.
This is because in this simple system with no CO
emissions, the CO evolves according to:

[CO] = [COJo exp (—k /0 t[OH]dt). (4)

The OH solution is approximately described by the
HO, evolution and from Fig. 1 we see that it is
close to the truth. We can also note that the de-
struction rate of CO is close to the true destruction
rate (left middle panel). However, observations of
NO, NO; and O3 do not help to determine the initial
value of CO. Thus, the simple 8-species model is com-
pletely determined only with additional information:
at least one good measurement of CO. The solution
for HYD (not shown) behaves similarly to (4) and
thus the same reasoning applies. Some information
about HYD is also needed to completely determine
the system.

Overall, from Fig. 1 we see that with data assimila-
tion, the true solution is well approximated (with the
exceptions noted above). Since an incorrect emission
rate is the same as having an incorrect model forc-
ing (or model error), it is interesting to note that the
4DVAR solution is as good as the RRSQRT-EKF so-
lution although the 4DVAR algorithm used does not
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Figure 1. Ezperiment 1. Results of using three measure-
ments (0O3,NO,NOy), and an NO emission of unknown
magnitude. There is no model error.

account for the existence of model error. The reason
that the 4DVAR scheme performed well in this ex-
periment is that a 3 hour assimilation period was em-
ployed. The growth of model error can be controlled
by reducing the assimilation period. A discontinuity
in the solution is then obtained after every assimila-
tion period, but with a 3 hour assimilation length,
the discontinuity is barely noticeable in Fig. 1.

In Fig. 2 we note the impact of reducing the rank
of the square root of the forecast error covariance
matrix on the solutions. Only the species for which
the greatest impact was felt are shown. The rank 8
and rank 5 solutions are indistinguishable. However,
reducing the rank from 5 to 4 results in noticeable
changes to the estimation of the NO; rate, and the
peaks in NO, HO, and RO;. Therefore, even in this
simple system, it is possible to gain some efficiency
by reducing the the rank from 8 to 5 with little effect
on the accuracy of the solution.

4.2. Experiment 2: Model error

In this experiment, the truth is obtained by running a
much more complete model of the processes involved
in tropospheric ozone formation. This model is the
gas-phase reaction mechanism of ADOM (Venka-
tram and Karamchandani, 1988), solved using Gear’s
method (Gear, 1971), and includes 114 reactions and
A7 species so that the simple model (Table 1) is
not expected to provide a good approximation to it.
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Figure 2. Ezperiment 1. Comparing the RRSQRT-EKF
solutions with reduced ranks of 8, 5 and 4. The truth and
background are also shown.

The ADOM run was initialised with the hydrocar-
bon mixing ratio of 0.5 ppbv distributed equally be-
tween the ADOM mechanism’s 7 anthropogenic un-
oxygenated hydrocarbons; ethane, propane, higher
alkanes, ethene, higher alkenes, toluene and higher
aromatics. The truth in this case becomes a sum of
hydrocarbon mixing ratios, to be compared to the
single hydrocarbon of the simple model. For the lat-
ter, the reaction rate for HYD was set to the value
for ethene, intermediate in reactivity between the
ADOM species listed. No emissions are included.

In this experiment, the simple model will actually
start from the true initial condition but because its
processes are greatly simplified (as noted earlier) it
quickly deviates from the ADOM model simulation
which is taken as the truth (see columns 1 and 2
of Table 3). The observation error covariance ma-
trix is identical to that used in Experiment 1. Since
the model error is considerable, in this experiment,
the model error standard deviations are assumed 10
times worse than in the previous experiment. Also,
a cross-covariance between CO and Os is allowed.
(Since the square root of Q and not Q itself is speci-
fied in the code, the presence of off-diagonal elements

in Q/? causes the model error standard deviation for
CO to be greater than 10 times the value in Table 2.)

The data assimilation results are compared to the
truth and the background in Fig. 3. In the truth,
both NOy and NO decrease in time. However, the
simple model must conserve nitrogen between these
two species. Thus the background (dash-dot curve)
estimation of NOy and NO is vastly different from the
truth although both models started from the same
initial conditions. Because the model error is con-
siderably worse than the observation error (Table 3),
the RRSQRT-EKF solution for the observed species,
NOjz, NO and Og, closely approximates the truth.
The 4DVAR solution uses an assimilation period of 6
hours and apart from the first 12 hours, the solution
is a vast improvement over the background, for the
observed species. For CO, the RRSQRT-EKF solu-

Table 3. The initial conditions and error statistics for
Ezperiment 2. The units are ppbv. A cross-covariance of
1.5% 1P ppbe? between CO and O3 was also used.

Species Background Truth  Obs Model
€rror - error

NO, 0.5 0.5 10 300
NO 0.3 0.3 10 300
03 80.0 80.0 30 900
CO 200.0 200.0 100 167
H;02 2.0 2.0 1 30
HYD 0.5 0.5 1 30
HO, 1.0E-19 1.0E-19 1 30
RO, 1.0E-19 1.0E-19 1 30

tion is much better than the 4DVAR solution due to
the prescribed cross-covariance of CO and O3 (Ta-
ble 3). For Hy02 and HO,, both the 4DVAR and
RRSQRT-EKF solutions provide some information
and offer considerable improvement over the back-
ground. The HYD estimation, however, is not well
obtained by either scheme. Finally, the RRSQRT-
EKEF solution for RO, is vastly overestimated on the
second day. The 4DVAR solution for RO2 is much
better but is due to the overestimation of NO» and
NO on the second day. The performance of 4DVAR is
limited by the fact that the algorithm assumed that
the model was perfect. In this example, the model
is very far from perfect, but the scheme did provide
some useful information about some species. The
EKF which does account for model error performed
better for the observed species and CO but also had
difficulties in estimating HYD and RQO,. This is be-
cause the model error was assumed to be a Markov
process whereas the actual model error is determinis-
tic and not well represented by the chosen stochastic
process.

In summary, we see that for the observed species,
both schemes provide reasonable estimates. For some
of the unobserved species (CO, HyO2, HO3) some im-
provement over the background is obtained but for
some species (HYD and ROs), the estimate is not
very good. Clearly the simple model is a very poor
approximation to the complex model (from which the
data was obtained). Nevertheless, data assimilation
with the simple model was able to improve knowl-
edge of some species. Thus, if the goal of the data
assimilation is simply to obtain estimates of ozone,
then it is possible that a simplified chemistry model
may be sufficient (although we do NOT advocate the
use of this particular chemistry model). However, if
the details of the hydrocarbons and radicals are of
interest, it seems unlikely that a simplified chemistry
model would be of value.

The rank of the EKF solution shown in Fig. 3 is
8. It is interesting to note that a smaller rank of
4 would provide virtually the same solution. The
only difference is that the NO solution is more noisy
during the first 12 hours of integration (not shown).
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Figure 8. Exzperiment 3. Results of using three measurements (03,NO,NO3). The truth is generated from a run of the
ADOM model. The model has significant errors. There are no emissions.

5. SUMMARY

Two four-dimensional data assimilation schemes were
implemented for a nonlinear chemistry box model.
The model involves only 8 prognostic species and is
a simplified representation of some of the processes
involved in tropospheric ozone formation. The data
assimilation schemes considered are a computation-
ally efficient Kalman filter, the Reduced-Rank Square
Root Extended Kalman Filter (RRSQRT-EKF) of
Verlaan and Heemink (1995), and Four-Dimensional
Variational Assimilation (4DVAR). In the first exper-
iment, the truth was generated using emissions of NO
of 0.6 ppbv/hr while the data assimilation schemes
assumed a rate of 1.2 ppbv/hr. Nevertheless, both
schemes were able to recover the true solution for
most species. The initial error of CO and HYD were
not corrected although the decay rate of both species
was well obtained. In a second experiment, a more
complex model was run to generate the truth. The
simple model, however, was used for the data assim-
ilation. No emissions were used in truth or model.
The RRSQRT-EKF was able to recover the truth for
the observed species and some information was ob-
tained about some unobserved species: CO, HoOo
and HO,. However, for HYD and ROz, limited in-
formation was obtained. Therefore, we conclude that
a simplified model may be of use for data assimila-
tion applications if only ozone is of interest. If other
species, particularly the hydrocarbons, are desired,
it seems unlikely that a simplified chemistry model
may be useful for estimation or prediction purposes.

In both experiments, the RRSQRT-EKF algorithm
was shown to be more efficient than the conventional
Kalman filter. The solution obtained with a reduced
rank was almost identical to the full rank solution.
Therefore this algorithm may be useful for applica-
tions involving chemistry-transport models. A rank
reduction of several orders of magnitude is possi-
ble for the transport problem alone (Verlaan and
Heemink 1995). We demonstrate here that further
reduction is possible for the chemistry part, depen-
dent on the particular chemistry model used.
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ABSTRACT

Large scale numerical air pollution models are of vir-
tual importance for predicting air pollution concen-
trations and for reconstructing pollution emissions.
Since these models are far from perfect, accurate re-
sults can only be obtained by integrating the model
results with the concentration measurements that are
available, both from satellites as from ground sta-
tions. Assimilating data into a numerical air pol-
lution model is however, a procedure that required a
huge amount of computer resources. Recently a num-
ber of efficient data assimilation algorithms based on
Kalman filtering have been developed: the Ensemble
Kalman filter and the Reduced Rank Square Root fil-
ter. The later algorithms has now been implemented
in the LOTOS system for tropospheric ozone simula-
tion studies of TNO. The resulting data assimilation
system has been applied to identify the ozone gener-
ating mechanisms in the European region.

Key words: tropospheric ozone, data assimilation,
Kalman filtering.

1. INTRODUCTION

For densely populated, industrialized countries, envi-
ronmental modeling and simulation of poliution re-
duction scenarios is becoming more and more impor-
tant in view of the growing awareness of damaging
effects. Reduction and control of pollution is in gen-
eral an expensive procedure, leading to high costs for
society and industry. It is therefore necessary to de-
termine, as accurately as possible, critical levels and
to reduce and control pollution optimally so as to
minimize costs.

To accomplish predictions of transport and ex-
change of chemical and biochemical constituents, ac-
curate, three-dimensional (3D) mathematical simu-
lation models must be used. These large-scale nu-
merical models are based on the advection-diffusion

equation. They are, however, far from perfect. Errors
are introduced by fluctuations in the meteorological
input or by poorly known parameters in the model.
Furthermore, considerable uncertainty is associated
with the open boundary conditions. Since measure-
ments generally are more accurate then model pre-
dictions but limited to a small spatial scale only, it
is appealing to combine them with the model results.
This is a typical form of data assimilation: the incorpo-
ration of concentration measurements into a numeri-
cal model to improve the forecasts and to reconstruct
pollution generating mechanisms. In this project we
concentrate our attention to the prediction of tropo-
spheric ozone.

The mechanisms which lead to the formation of tro-
pospheric ozone differ considerably over Europe. At
least five clearly different areas can be distinguished:
Northern Europe (Scandinavia). Northwest and Cen-
tral Europe, Southern Europe, and two areas over
the sea, the North Sea with parts of the Atlantic,
and the Mediterranean basin. The difference in ozone
patterns and behavior are caused by a number of of-
ten interrelated phenomena. Different dynamical and
physical properties, like the differences in tempera-
ture, cloud cover and land-sea circulation, differences
in surfaces leading to differences in dry deposition,
differences in anthropogenic precursor emissions and
especially in biogene VOC-emissions, all this leads
to differences in ozone patterns over Europe. Not
only ground level ozone values will be different, also
vertical profiles will be different and subsequently
also vertical fluxes of ozone between the planetary
boundary layer and the free troposphere, and the
free troposphere and the stratosphere. The detailed
investigation into these patterns and differences is
severely hampered by the limited amount of obser-
vations available. Although the amount of observa-
tion of especially ozone has increased over the last
years, the coverage is still limited to mostly the north-
western part of the European continent. There is a
severe lack of experimental data of ozone at ground
level outside the north-western part of Europe, and
hardly any data over the North Sea and Atlantic,
and the Mediterranean Sea. Although at some loca-
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tions vertical soundings are performed on a daily ba-
sis, our knowledge about the vertical profiles of ozone
in the troposphere over Europe is very scarce. These
available experimental data is insufficient to create
a full 3-D data set of ozone in the troposphere over
Europe. The three-dimensional Eulerian grid model
LOTOS which calculate ozone patterns over Europe
is available at TNO and has been used to study the
controlling phenomena of ozone over the last decade.
Combining these models with the ozone observations
from ground level, vertical soundings and satellites
by using data assimilation will lead to a coherent and
complete full 3-D ozone data set over Europe. Such a
data set will enable the differences of ozone patterns
over Europe to be studied. Especially by performing
budget studies the distinction between the influence
of long range transport and of local ozone production
can be revealed. Also vertical ozone fluxes over the
troposphere and from the stratosphere can be ana-
lyzed and determined in detail.

2. DATA ASSIMILATION

Existing data assimilation schemes were developed
mainly for numerical weather prediction. The most
commonly used data assimilation technique in nu-
merical weather prediction is optimal interpolation.
This however, is not an accurate method because the
correction produced by optimal interpolation is pro-
duced independently from the underlying numerical
model, and is therefore not consistent with it.

Date assimilation schemes can also be developed by
employing Kalman filtering (Ghil et al. 1981). In or-
der to use a Kalman filter for assimilating data into
a numerical transport model, this model is embed-
ded into a stochastic environment by introducing a
system noise process. In that way it is possible to
account for the inaccuracies of the underlying deter-
ministic system. By using a Kalman filter, the infor-
mation provided by the resulting stochastic, dynamic
model and the (noisy) state of the system. With
a Kalman filter, unlike optimal interpolation, the
statistics of the introduced noise are determined by
using the stochastic extension of the model. There-
fore the correction produced by this filter is consistent
with the stochastic model.

In the last decenium Kalman filtering has gained
acceptance as a powerful tool for data assimilation
(Ghil et al. 1981), especially for linear or weakly non-
linear problems. The first applications of Kalman
filtering for predicting air pollution were reported by
Desalu et al. 1974, Koda & Seinfield 1978 and Fronza
et al. 1979. The standard Kalman filter implementa-
tion imposes a very large burden on the computer for
both memory and computation times. In order to ob-
tain a computationally efficient filter, simplifications
have to be introduced. In recent literature a num-
ber of new sub-optimal scheme’s for solving large-
scale filtering problems has been proposed (Cohn
& Todling 1995, Verlaan & Heemink 1995, Evensen
1994, Fukumori & Malanotte-Rizzoli 1995).

Another approach to data assimilation which pos-
sesses many of the desirable features of Kalman filter-
ing is the adjoint method, based on optimal control

theory (see Courtier & Talagrand 1990). Here an un-
known control function is introduced into the numeri-
cal model. Using the data available, this control func-
tion is identified by minimizing a cost function that
compares the difference between the model results
and the data. In order to obtain a computationally
efficient procedure, the minimization is performed by
using a gradient based algorithm where the gradient
is determined by solving the adjoint problem. The
adjoint method is more suitable for nonlinear data
assimilation problems than Kalman filtering. How-
ever, a disadvantage of the adjoint approach is that
it requires the implementation of the adjoint model.
This is often very large programming effort compared
to the implementation of the Kalman filter.

3. THE RIFTOZ PROJECT

One of the main contributions of Delft University
of Technology and TNO to the RIFTOZ project is
to develop a data assimilation scheme for the large
scale numerical transport chemistry model LOTOS of
TNO. Since the LOTOS model is still under develop-
ment, the data assimilation method has to be flexible
and model independent. Therefore the data assim-
ilation is based on Kalman filtering. The Reduced
Rank Square Root (RRSQRT) filter implementation
does not require a tangent linear model nor an ad-
joint model. As a result it is relatively easy to imple-
ment and completely model independent. (Verlaan
& Heemink 1995)

In the first year of the project the (first order)
RRSQRT filter has been implemented for a test prob-
lem. Experiments were performed with simulated
data to gain insight into the values of the various
parameters of the data assimilation scheme. Atten-
tion has been concentrated on the performance of
the filter with respect to the strong nonlinearity of
the chemistry model. Results have been published
by Van Loon and Heemink (1997).

In the second year of the project the RRSQRT filter
has been improved by including second order terms
in the algorithm. This new approach was evaluated
in detail by using the test model with simulated data
(see Segers et al. 1998). Furthermore the filter imple-
mentation was also coupled with the LOTOS model.

In the final phase of the project the filter technique
has been applied on the LOTOS model. First, sim-
ilar experiments as which were done with the test
model has be applied with LOTOS in order to judge
the system performance. These tests gave an indica-
tion of the required computing power. Second, the
actual assimilation of real data with LOTOS calcula-
tions has been done by using the CRAY T3E of Delft
University of Technology.

4. RESULTS WITH THE LOTOS SYSTEM

An important aspect of the RRSQRT filter is the
computational efficiency. Here the dominating pa-
rameter is the number of modes used. The compu-
tational burden increase approximately linearly with
this number. At the other hand also the accuracy of
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Figure 1. LOTOS grid and measurement sites.

the data assimilation scheme increases with the num-
ber of modes. The experiments have shown that ap-
proximately 50 modes seems to be a good choice for
atmospheric chemistry models. As a result the total
computational burden will be 50-60 times the com-
putational afford required for the underlying LOTOS
model. Here we note that the filter implementation
contains a lot of parallelism that can be exploited to
improve the performance of the filter implementation
on the CRAY T3E of Delft University of Technology
considerably.

To find a useful specification of uncertainties in the
LOTOS model, a sequence of assimilation experi-
ments has been performed. The available set of mea-
surements consists of hourly measured ground level
values of ozone, measured at 34 sites in Germany and
The Netherlands. The data from 17 of these sites are
assimilated, while the other are only diagnosed (fig-
ure 1). The first week of august 1997 was taken as
assimilation period.

One of the assimilation experiments made use of un-
certainties specified for different emissions. The LO-
TOS model recognizes four types of emitted pollu-
tants (VOC,NO,,50;,and CO), emitted from 5 dif-
ferent antropogenic source categories; VOC is also
emitted from 3 biogene sources. These emissions were
supposed to vary from hour to hour with a standard
deviation of 25% around their deterministic value.
Spatial fluctuations in the variations are neglected.
Because the measurement sites used for assimilation
are located in in a rather small area, the later is not
problematic. In fact, the chosen specification reflects
the case of systematic error in the (modeling of the)
emission data bases.

If all 23 emissions are specified to be uncertain in
the way described, the filter is able to decrease the
residue (difference between calculations and measure-
ment data) with a maximum of about 30% in com-
parison with a non filtered simulation (figure 2). The
improvement of the results is best shown by the de-
creased residue of the diagnosed sites, which have not
been used in the assimilation process, but are only in-
fluenced by the assimilation of other data.

Figure 3 shows the ozone concentrations as calculated
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Figure 2. Mean residues during the assimilation pe-
riod versus the mean residues from a background run
(a single LOTOS run without assimilation). The
dashed line denotes equality, while the dotted lines
denote a difference of £30%.
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Figure 3. Ozone concentrations measured and calcu-
lated at the assimilated site Fibergen.

for the assimilated site Eibergen in The Netherlands.
Without assimilation, the model overestimates the
ozone concentrations, especially during the first days
of the selected period. If however the available data is
assimilated, the mean concentration almost perfectly
follows the data after an initialization period of two
days.

Investigation of the actual variations in the emissions
used by the filter to reduce the residues, resulted in
a selection of 8 emission data bases of the 23 in to-
tal, for which the chosen specification of uncertainty
is most useful in an assimilation procedure. All of
these selected emissions had an antropogenic source;
this reflects the fact that biogene sources have a mi-
nor impact on the ozone concentrations in Western
Europe where the measurements sites involved in this
study are located.

A suitable way to judge the performance of the
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Figure 4. Sample mean M,, and sample standard de-
viation Sy, of the ratio p between the actual residue
and its expected standard deviation taken over the
assimilation period, for each available site. The ratio
has a theoretical distribution of N(0,1). The actual
sample means are sometimes rather close to zero, but
a standard deviation of one is never reached.

Kalman filter, is to compare the actual residues with
their expected standard deviation. The later can be
extracted from the covariance matrix of the state,
and is in fact an impression of how accurate the fil-
ter guesses that the residue is. The ratio p between
the residue and its guessed standard deviation is in
theory N(0,1) distributed. In practice however, the
spread of the ratios has a standard deviation larger
than one, because the actual residues are often much
larger than a few times their expected standard devi-
ation. This is also the case for the previous described
filter experiment. (figure 4). The underestimation of
the standard deviation of the residues indicates that
the noise specification chosen here does not account
for all uncertainties in the model, and that other
specifications of uncertainty should be examined.

In order to extend the noise specification and to in-
crease the filter performance, the impact of uncer-
tainties in the upper boundary conditions was ex-
amined. Instead of using deterministic aloft concen-
trations, a new boundary condition was formed us-
ing total ozone columns measured with the GOME
satellite instrument. Because of the large height of
the columns in comparison with the height of the
LOTOS grid (about 2 km), they could not serve as
measurements directly. Debruyn et al. (1998) calcu-
lated daily values for the total ozone column in the
first 9 km of the troposphere from the raw GOME
data, with a standard deviation of 40%-50%. These
columns served to calculate mean aloft concentration;
a grid of stochastic variations (forced by 16 param-
eters) was added to the new aloft concentrations in
order to represent the error.

Assimilation of data using a selected number of
uncertain emissions in combination with the new
boundary condition, did however not resulted in an
additional decrease of the residues. Comparison of
the new model output with the output of a model
using the original boundary conditions showed that

there is hardly any difference in calculated ground
level concentrations. Similar, specification of uncer-
tainties in the aloft concentrations did not have a
significant impact on the results in case of an assim-
ilation experiment. Even the ratio between residue
and expected standard deviation was not improved
through the increased amount of available uncertain-
ties. These results show that the impact of the upper
boundary on ground level concentrations is minor.

In spite of the minor impact of the upper bound-
ary, the large amount of GOME data which is avail-
able makes the idea of using it still interesting. Use
of the GOME data as measurements will be compli-
cated through the limited height of the LOTOS grid,
and the large error present in the profiles. The op-
erational Kalman filter is however a suitable tool to
decide what the minimum accuracy of the profiles
should be in order to have a significant impact in a
data assimilation procedure, and this will be subject
of further research. Besides, the increased availability
of accurate measurements in the vertical by means of
balloon soundings makes it possible to examine the
impact of assimilation of satellite data on the accu-
racy of LOTOS calculations at higher grid layers.

Systematic research of the impact of other (groups
of) stochastic parameters on the assimilation results
should result in a minimal stochastic extension of the
LOTOS model for use in data assimilation. Increase
of the number of uncertain parameters improves the
results, but also implies an increased demand on
computation capacity. Continued experiment should
therefore point out uncertainties responsible for the
majority of the residue.

5. CONCLUSIONS

The results up to now indicate that the assimilation
of data into the LOTOS model with a Kalman fil-
ter procedure is feasible. The nonlinearities do not
seem to cause serious problems and the computa-
tional burden of the algorithm is large but not too
large. For the final computations, however, a very
powerful computer was required (CRAY T3E). The
filter results with the real data show a good perfor-
mance of the system. In a number of measurement
locations that have not been used in the assimilation
procedure, the model results with assimilated data
are 10%-30% more accurate then the original model
results. The use of GOME data does not seem to

.have have a significant impact on the results in the

current sefup.
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