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Abstract

Atmospheric fronts form and intensify continuously within extra-
tropical cyclones, a process named frontogenesis. The distribution of
(anti)-cyclones provides the two main ingredients for frontogenesis: two
different airmasses and a wind deformation field that brings them to-
gether. In response, a cross-frontal circulation (CFC) develops.

The main goal of this study is to examine the dynamic role of the
CFC in the upper-troposphere. The CFC is responsible for initiating
tropopause folds. Such events result in the intrusion of stratospheric
air into the troposphere, a process that is important for the forecast of
severe weather as well as for ozone distribution studies.

Previous studies on CFCs are based on simple balanced models. In
Hoskins [1982], an overview is given of the use of quasi-geostrophic as
well as semi-geostrophic theory in modeling deformation frontogenesis.
A common approach is the use of a geostrophic coordinate transfor-
mation in order to get around the nonlinearity of the problem.

We take a different approach here. We examine tropopause folding
using Cartesian coordinates. We will use numerical techniques that
are capable of solving the nonlinear semi-geostrophic set of equations
in a PV framework. We restrict ourselves to two-dimensional frontoge-
nesis in order to explain the basic characteristics of a tropopause fold
evolution.

Using this approach, we discuss the differences between quasi-geost-
rophic and semi-geostrophic theory in describing a tropopause fold evo-
lution. Furthermore, we discuss the contribution of deformation fronto-
genesis in the vertical development of a tropopause fold. A case study
is included to compare our model results with ECMWF operational
data archive.
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1 Introduction

Fronts are transition areas: transitions between warm and cold air masses,
dry and humid air, sunny and cloudy skies, calm and windy conditions.
At the Earth’s surface, such transitions may be associated with severe
weather phenomena like large hail, lightning activity and severe wind gusts.
In the upper troposphere, frontal zones are also formed, especially at the
tropopause. The focus on frontogenetic processes shifted increasingly to-
wards the tropopause region since upper air observations became available
in the mid-fifties of the previous century.

Frontal zones near the surface and the tropopause are embedded in larger
synoptic scale systems of low and high pressure areas. Their spatial distribu-
tion create favorable conditions for front formation. In return, fronts disturb
the atmosphere not only locally but also on synoptic scales. These nonlinear
relations between fronts and their environments make it difficult for both
forecaster and researcher, who would like to understand physical processes
in terms of ’cause and effect’.

The cause and effect of fronts can be studied by (i) the use of operational
numerical weather prediction models and (ii) the use of off-line theoretical
atmospheric models. The forecaster will mostly rely on (i) and use his ex-
perience to predict (severe) weather associated with fronts. But much can
be learned too from the second approach where under ideally created con-
ditions one can understand cause and effect in terms of direct mathematical
relations. This is the approach that we shall take here.

We aim to contribute to understanding cause and effect in fronts by
zooming in on one aspect of a frontal system, namely the cross-frontal cir-
culation (hereafter CFC) and its dynamical role. The CFC forms simulta-
neously with an intensifying front and affects the evolution of the frontal
system in return. Using a theoretical model, we shall simulate the forma-
tion of the front and the CFC. The nonlinear aspect of this problem shall be
examined in the modern framework of potential vorticity (hereafter PV). Its
advantages are extensively described in Hoskins et al. [1985] in which paper
it is emphasized that the PV framework can be used when:

(I) the atmosphere is assumed to be in a condition of balance (well-chosen
w.r.t. time and spatial scales) so that the corresponding balanced
equations can be used;

(II) a reference state is specified that describes the background tempera-
ture distribution θ;
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(III) the PV inversion problem is solved on the whole specified domain with
proper attention to the boundary conditions.

We will study the dynamical role of the CFC and its effect on the
tropopause structure using a two-dimensional stretching deformation model
(i) without the use of geostrophic coordinates (ii) with the use of numerical
relaxation methods for nonlinear PV inversion problems.

Our results are based on results of others in the past. We first start
with a historic overview on the study of fronts. Piece by piece a conceptual
model of a frontal system will arise from which we will formulate our main
research questions at the end of the introduction.

1.1 Historic overview

The first important achievements in frontal studies were made by the Bergen
school under V. Bjerknes after World War I. In their most important papers,
Bjerknes [1919] and Bjerknes and Solberg [1922] describe the Norwegian
model for cyclogenesis where a cyclone forms as a result of instability of a
polar front, the border between polar and tropical air masses. In figure 1,
taken from an excellent overview of the history on frontogenesis given by
Reed [1990], the life cycle of cyclones according to the Norwegian model is
shown. It provided an explanation of the formation of the warm and cold
front, how they occlude and how eventually the cyclone cuts off from the
polar front. This model was based on very limited data.

Not much was known about the upper atmosphere in those days. But
in the 1940s new observational techniques, like radiosonde networks, began
to reveal the three-dimensional structure of the atmosphere. The discovery
of the jet stream and the studies on Rossby waves drew the attention to the
upper atmosphere and its connection with cyclogenesis.

The theory of baroclinic instability by Charney and Eady (Charney
[1947], Eady [1949]), introduced end 1940s, was another milestone and it
became widely accepted as the explanation for cyclogenesis. The baroclinic
instability theory predicted normal modes of growing baroclinic waves which
in terms of growth rates and characteristic wavelengths (≈ 1000km) could
explain the process of cyclogenesis well.

In this dynamical view, fronts are formed in growing baroclinic wave
structures and are the result of cyclogenesis and not the cause. It was
shown however that fronts have a large influence on cyclogenesis in return.
Moreover, fronts can aid the formation of new ’satellite’-cyclones (Eliassen
[1966]).
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Figure 1 – The life cycle of cyclones (Bjerknes and Solberg [1922])

1.2 Conceptual view of front dynamics

The kinematic studies by Bergeron [1928] and Miller [1948] provided the
basis for developments in frontogenesis studies later on. They examined
the velocity and temperature fields associated with frontogenesis. The re-
lated shear and confluence environments, provided by cyclogenetic processes
on larger scales, are still used in current simple two-dimensional numerical
studies of frontogenesis.

But how do we actually define a front? Practically, it is difficult for
operational meteorologists to define fronts which come in different flavors
in terms of activity and precipitation. Moreover, fronts form on a variety
of time and spatial scales. In order to relate it to cyclogenesis and dis-
tinguish from local sea-breeze fronts or convective outflow boundaries, we
follow Hoskins [1982] in his definition of a front (slightly paraphrased):
A front is considered to be a region whose length scale is comparable with
the radius of deformation in the along-front direction but much less in the
cross-front direction, with in the cross-front direction significant changes in
buoyancy and velocity with gradients tending to become very large in a finite
time.

The dynamical picture was extended when one started to realize that
there had to be a response to the frontogenetic forcing in the form of a
cross-frontal circulation (hereafter CFC). Based on previous physical ideas,
Sawyer derived an equation for this circulation and Eliassen modified it later
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on such that it became known as the Sawyer-Eliassen equation (Sawyer
[1956], Eliassen [1962]). This circulation completes our conceptual view
on front dynamics (shown in figure 2 as green thermal-direct circles). In
the years after, the role of the CFC was widely studied and its effect on
atmospheric dynamics shall be our main topic here. The influence of the
CFC is largest in two distinct areas, namely near the tropopause (1.2.1) and
at the Earth’s surface (1.2.2).
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Figure 2 – Conceptual model of frontogenesis.

1.2.1 Tropopause folding

One of the first observations of tropopause folding was done through air-
craft measurements in the 1960s. Nuclear weapon tests were common and
radioactivity was sent into the stratosphere and remained there, serving
as a tracer for stratospheric air. This is illustrated by figure 3, taken from
Danielsen [1968]. The figure includes three flight levels through an upper air
frontal zone where an increase in radioactivity of β radiation was measured.

Both extensions indicate intrusion of stratospheric air. It shows that
besides radioactivity of β radiation (or another example: ozone), PV can
also be used as a tracer of stratospheric air. These extensions of PV are
recognized as tropopause folds and the formation and dissipation of these
phenomena has been subject of many studies over the last few years, see
Davies and Rossa [1998], Wandishin et al. [2000], Moore [1993] and Thorpe
[1997]. The justification is the growing importance of understanding how
ozone at mid latitudes is distributed and how its distribution changes dy-
namically. The role of tropopause folding in injecting ozone from the strato-
spheric reservoir is studied by Shapiro [1980], who estimates that 50% of the
ozone stays in the troposphere once it is injected by tropopause folds.
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Figure 3 – Potential vorticity divided by the gravitational acceleration (each
100× 10−9m s K kg−1) on the left side, radioactivity (β radiation) of strontium-90
(dpm/KSCF) in the upper right corner and three flight paths of the WB-50 aircraft.
(Danielsen [1968])

1.2.2 Surface boundary

From a forecaster’s point of view, surface fronts are interesting because they
come along with precipitation and other, possibly severe, weather phenom-
ena. The vertical motion field, part of the CFC, plays an important role in
triggering (deep moist) convection. One can find the rising branch ahead of
cold fronts above lines of convergence, where the CFC and the environmen-
tal winds meet. Potential unstable air is forced to lift to the level of free
convection where the energy of the potentially unstable air can be released.
This results in (organized) thunderstorms with severe weather such as hail,
excessive rainfall or damaging wind gusts. Developing thunderstorms may
organize themself into squall lines along lines of convergence in the warm
sector. The satellite images in figure 4 show an example of a typical severe
thunderstorm setting above Europe on the 20 July 1992, where areas of
forced rising air are located ahead of a strong cold front.

To understand when and where such severe weather phenomena develop,
it is important to know more about how a front-CFC coupling evolves. Early
numerical models did not include surface boundary effects and were simply
based on a prescribed deformation field and the quasi-geostrophic equations
(see [Hoskins, 1982, QG part]). It was successful in producing a sharp front
near the surface in time, but did not have the other characteristics of a front,

8



(a) 1800 UTC (b) 1800 UTC

(c) 1730 UTC (d) 1930 UTC

Figure 4 – A synoptic thunderstorm setting on 20 July 1992 around 1800 UTC
showing (a) height (labeled in units of m) and temperature (labeled in ◦C) at 925
hPa with the cold front approximately located on the 20◦ isotherm, (b) Vertical
velocity at 700 hPa (labeled in units of hPa per hour), (c) Meteosat satellite image
at 1730 UTC and (d) at 1930 UTC (van Delden [2001])

like a slope and a realistic vorticity field. As a result, vertical motion fields
and static stabilities were not realistic either.

With the introduction of the semi-geostrophic approach in models
(Hoskins and Bretherton [1972]), one could produce a more realistic frontal
slope, a stronger CFC resulting in a more realistic vertical velocity field.
Its important role was realized in the papers by Hoskins and others and
frontogenesis became a two-step process where the geostrophic deformation
field concentrates the isotherms into a frontal zone and the induced CFC
adds to this by intensifying and tilting the front towards the warm sector.

In reality, surface fronts are subject to a variety of secondary (surface
boundary) effects like: (i) turbulent diffusion (Williams [1974]), (ii) surface
friction Eliassen [1959] and (iii) latent heat release Hoskins and Bretherton
[1972] unlike their upper atmospheric counterpart. For fronts in the up-
per atmosphere, these processes may intensify or weaken the front during
frontogenesis, but are not of first-order importance.
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1.3 Research questions

In this thesis, we focus on a numerical approach to study frontogenesis
and the cross-frontal circulation using a PV framework. Our main goal is
to understand the dynamic influence of the cross-frontal circulation on the
structure of the tropopause, in particular the tropopause folding process.

An important aspect of our model is our choice of Cartesian coordinates.
We wish to simulate a realistic tropopause folding process without the use of
geostrophic coordinates. This requires us to build a two-dimensional model
that solves a nonlinear problem in time. We will therefore also focus here
on the development of the appropriate numerical techniques.

Both goals are the motivation behind the following research questions:

1. What does the semi-geostrophic approach add to the quasi-geostrophic
approach in the representation of a cross-frontal circulation and a
tropopause fold?

2. Can we simulate a realistic tropopause folding event with a two-dimens-
ional semi-geostrophic model based on stretching deformation?

The first part of this thesis shall be concerned with background theory
where the balanced equations and related theory shall be derived and ex-
plained. We start with discussing the cause of fronts in chapter 2. After that,
the dynamical effect of fronts shall be explored, starting from general theory
in chapter 3 and describing the balanced equations (i) in quasi-geostrophic
form in chapter 4 and (ii) in semi-geostrophic form in chapter 5.

The second part shall discuss the numerical aspects starting with a gen-
eral model overview in chapter 7, including the initial configurations of three
model run results. Then follows a technical discussion on the model algo-
rithm and the used numerical techniques in chapter 8. Then in the third
part, we will discuss the results of the three model runs in chapter 9, fol-
lowed by a description of a case-study and its results in chapter 10. After
the summary & conclusions part, the reader can find in the Appendix the
Fortran code (F) which can be used to reproduce the results of the given
model runs.
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Part I

Theory

11



2 Frontogenesis ingredients

Figure 5 – Synoptic situation on the 9th of May 2011, showing a south-north quasi-
stationary front over the low countries. A large low pressure area is located northwest
of UK and a smaller one over the Adriatic Sea. High pressure is dominant over
Scandinavia and the Iberian landmass.

In this section, we will examine the ingredients of frontogenesis more
closely. A nice example of frontogenesis is shown in figure 5. The synoptic
setting on this day is such that the flow pattern is almost symmetric with
respect to the quasi-stationary front over Western Europe. In the western
sector, cooler maritime air is transported in northeastern direction over NW-
France and Belgium. On the other side of the front, warm continental air
is transported in northwestern direction resulting in a so-called confluence
wind field which favors frontogenesis. Such a synoptic setting (e.g. two-
dimensional confluence) would be ideal for a detailed two-dimensional study
of frontal dynamics.

2.1 Initial temperature gradient

Horizontal gradients in air temperature can be initiated by physical pro-
cesses on many spatial scales. Some examples on how such gradients form
shall be given here.

The most obvious example is differential heating meaning that air on one
location warms up quicker with respect to a nearby location. Such gradients

12



in temperature could form over areas where there are differences in heat
capacity (e.g. land and sea), incoming radiation on global scale (poles and
equator), cloudiness, latent heat release or in radiative cooling during night.
In this paper, we will use the gradient in potential temperature to include
the adiabatic warming and cooling effect for vertical displaced air.

Gradients in equivalent potential temperature θe can be found near dry
lines, which are fronts with a large gradient in relative humidity or in dew
point temperature (dew point lines are also a common name for such fronts).
Dry lines are typically found in America where on the Great plains warm
humid air (dense) from Mexico meets warm dry air (light) from the Golf of
Mexico forming a gradient in air density, i.e. the dry line. This gradient can
reverse during the night.

Differences in humidity of two air masses on both sides of a front can
have an enhancing or weakening effect on frontogenesis. If humidity plays
a significant role then θ may be replaced by its equivalent part θe where it
is possible that δθe > δθ in case of enhancement. For example, in case of a
typical summer day synoptic setting over Europe where warm humid air is
driven out by dry and cooler air behind an east moving cold front. However,
the humidity does not play a crucial role in the theory of frontogenesis. It’s
influence on frontogenetic processes is described by others in Markowski and
Richardson [2010, Ch. 5.3] and shall not be considered here.

2.2 Wind deformation field

Once a temperature gradient is present, a front can intensify when the wind
field is favorable to increase an initial temperature gradient, i.e. when it
advects two different air masses towards each other. We will study several
deformation fields in this section.

In the following part, we will start from the basics and investigate the
effect of an arbitrary local wind field on a line segment, which could be
visualized as an isotherm along a front. This line will be deformed by the
wind field indicated by the wind vectors in figure 6. This approach is based
on the detailed notes by Smith [2007] and references herein.

Figure 6 shows an arbitrary velocity field in which the deformation of an
arbitrary line segment PQ ( ~δx) will be considered in two-dimensional space
(x, y).

Let P be at (x, y) and its velocity given by (u0, v0). Let Q be at (x +
δx, y + δy) and its velocity given by (u0 + δu, v0 + δv). Now we consider
the relative motion between P and Q to see if the line will be stretched,
contracted, rotated, etc.

13
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Figure 6 – Deformation of a line segment PQ by a velocity field u(~x, t).

Note that we can easily expand figure 6 to a 3D space and investigate
how the line segment PQ is deformed in the vertical too. But for the pur-
pose of the 2D model that is developed, it is enough to consider horizontal
deformation at a certain height.

The terms (δu, δv) can be expanded as:

δu =
∂u

∂x
δx+

∂u

∂y
δy (1a)

δv =
∂v

∂x
δx+

∂v

∂y
δy (1b)

Which can be put in matrix form:

(
δu δv

)
=

[
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

]
︸ ︷︷ ︸

M

(
δx
δy

)
(2)

Any matrix can be the sum of a symmetric matrix S and an antisymmetric
matrix T . Such a split is common in fluid dynamics and will be done here
as follows:

M =

[
∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

]
= S + T (3)

In the following procedure a shorter notation will be used for the partial
derivatives. Both S and T now can be written as:

S =
[

1
2(ux + ux) 1

2(uy + vx)
1
2(vx + uy) 1

2(vy + vy)

]
(4a)

T =
[

1
2(ux − ux) 1

2(uy − vx)
1
2(vx − uy) 1

2(vy − vy)

]
(4b)

The terms in the matrix reflect the effects of: (i) divergence D, (ii) Stretch-
ing deformation A, (iii) shearing deformation F and (iv) vorticity ζ:
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Figure 7 – Decomposition of an arbitrary velocity field into four categories: (i)
convergence , (ii) stretching deformation, (iii) shearing deformation and (iv) rotation.

(i) D = ux + vy

(ii) A = ux − vy

(iii) F = vx + uy

(iv) ζ = vx − uy

The velocity fields are illustrated in figure 7.
The above definitions can be rewritten in terms of (ux, uy, vx, vy) as:

ux =
1
2

(D+A), uy =
1
2

(F −ζ), vx =
1
2

(F +ζ), vy =
1
2

(D−A), (5)

such that (3) changes to:

M = S + T =
[

1
2(D +A) 1

2F
1
2F

1
2(D −A)

]
+
[

0 −1
2ζ

1
2ζ 0

]
(6a)
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M =
1
2

[(
D 0
0 D

)
+
(
A 0
0 −A

)
+
(

0 F
F 0

)
+
(

0 −ζ
ζ 0

)]
(6b)

which we can write in component form (using (1), u = u0 + δu and v =
v0 + δv):

u = u0 +
1
2

(Dδx+Aδx+ Fδy − ζδy) (7a)

v = v0 +
1
2

(Dδy −Aδy + Fδx+ ζδx) (7b)

This is the desired result, as it contains much information about the local
velocity field near P and Q. An air column of length PQ is deformed in the
following way by the four deformation field components:

(i) pure convergence ~u = 1
2D(x, y) = 1

2D(r cos θ, r sin θ) = 1
2D~r where in

the last step the definition of the unit vector r̂ = (cos θ, sin θ) has been
used here and that ~r = rr̂.
This corresponds to pure radial motion along PQ no matter how it is
orientated. Compression occurs along both axes in case of convergence.

(ii) pure stretching deformation ~u = 1
2A(x,−y). It is very similar to di-

vergence accept for a minus sign such that compression along one axis
goes together with stretching along another axis, hence stretching de-
formation.

(iii) pure shearing deformation ~u = 1
2F (y, x). Streamlines are given by

y2 − x2 = const. which is similar to the stretching case only with a
rotation of 45◦ w.r.t. dilatation axis.

(iv) pure rotation ~u = 1
2ζ(−y, u) = 1

2ζ(−r sin θ, r cos θ) = 1
2ζrθ̂ which cor-

responds to a solid body rotation with angular velocity 1
2ζ.

In frontogenetic studies, (ii) and (iii) are most important and are true
frontogenetic deformation fields. Convergence (i) induces additional vertical
motion apart from the CFC (e.g. Ekman pumping by convergence as a
consequence of surface friction). Pure rotation (iv) corresponds to rotation
of isotherms rather than bringing them together.

In the appendix A, we take a small sidestep to show how A and F
can be combined to one deformation field and how one could interpret this
physically.
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2.3 Kinematics of frontogenesis

Now that the velocity field has been separated into four characteristic defor-
mation fields, we consider the evolution of an initial temperature gradient
by deformation. In this kinematic view approach, we do not consider forces
or balances yet. Our purpose here is to show under what conditions fronto-
genesis or frontolysis occurs.

The frontogenesis function is the right parameter for this purpose and is
defined as:

D|~∇hθ|2

Dt
= 2~∇hθ ·

D~∇hθ
Dt

(8)

where the second factor is defined as the frontogenetic forcing ~Q:

~Q ≡ D~∇hθ
Dt

(9)

The vector ~Q is defined as the rate of change of a horizontal temperature
gradient from a Lagrangian point of view (i.e., moving with the flow). The
interpretation of the frontogenetic function (8) is that:

(i) frontogenesis occurs when the ~Q vector points in the same direction
as the temperature gradient ~∇hθ (from cold to warm)

(ii) frontolysis occurs when the ~Q is in the opposite direction of ~∇hθ

(iii) When the ~Q vector is 90◦ out of phase with ~∇hθ, neither frontogenesis
nor frontolysis takes place but instead the front will rotate towards
the ~Q vector (i.e., ~∇hθ will not change in magnitude but it will align
itself with the ~Q vector)

-

- ~∇hθ
~Q

(a) Frontogenesis

�

- ~∇hθ
~Q

(b) Frontolysis

6
- ~∇hθ

~Q

(c) Front rotation

The ~Q vector plays an important role in dynamical meteorology: it is
not only helpful in recognizing intensification of fronts on weather maps,
but it is also a great tool for indicating regions with uplifting motions near
depressions. This has been shown by Hoskins et al. [1978] by deriving an
alternative form of the ω-equation using the divergence of ~Q, or ~∇h · ~Q, as
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an indicator for vertical motions. Thus, the frontogenetic forcing ~Q is not
only helpful on the smaller mesoscales, but also on larger synoptic scales
(e.g. depressions) where multiple warm and cold fronts with their opposing
~Q vectors can be used for great insight in the (vertical) dynamics.

A nice example is given in a frame of an animation (figure 8) where
areas of downward resp. upward vertical motion correspond to divergence
resp. convergence of ~Q. Near the southern low pressure area the ~Q point
along the isotherms indicating rotation of the isotherms by the velocity field.
Further to the south (Mexico), the increasing cross-isotherm component of
~Q indicates an intensification of a cold front.

Figure 8 – Application of QG-ω equation to a synoptic scale case showing the 700
hPa geopotential height (solid black contours), 700 hPa temperature (dashed green

contours), ~Q-vectors (black arrows) and ω (shaded areas) from Galarneau Jr. [2011].

Let us have a closer look at ~Q in (9). The total time derivative can be
expanded and rewritten in terms of Dθ

Dt = q̇ which is the thermodynamic
equation where q̇ ≡ θ

cp
Q̇ is the differential heating rate. Both components
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of ~Q can be rewritten as:

Q1 =
D

Dt

(
∂θ

∂x

)
=− ∂v

∂x

∂θ

∂y
− ∂u

∂x

∂θ

∂x
− ∂w

∂x

∂θ

∂z
+

∂

∂x

(
Dθ

Dt

)
=− ∂v

∂x

∂θ

∂y
− ∂u

∂x

∂θ

∂x
− ∂w

∂x

∂θ

∂z
+
∂q̇

∂x

(10a)

Q2 =
D

Dt

(
∂θ

∂y

)
=− ∂u

∂y

∂θ

∂x
− ∂v

∂y

∂θ

∂y
− ∂w

∂y

∂θ

∂z
+

∂

∂y

(
Dθ

Dt

)
=− ∂u

∂y

∂θ

∂x
− ∂v

∂y

∂θ

∂y
− ∂w

∂y

∂θ

∂z
+
∂q̇

∂y

(10b)

Now consider the terms in (10b), in accordance with the chosen orientation
of our front. The first two terms represent (i) wind shear of the along-
front wind which is a combination of shearing deformation F and rotation
ζ (see (5) and fig. 9(b)) and (ii) confluence of the cross-front wind which
is a combination of stretching deformation A and convergence D (see (5)
and fig. 9(a)). Both horizontal mechanisms are most important in surface
frontogenesis.

-

-

�

�

(a) Confluence of cross-frontal wind

?

6

(b) Wind shear of along-front wind

The third term describes the tilting effect by differential vertical advec-
tion which transfers the vertical temperature gradient into a horizontal one.
Its effect is dominant in regions where ∂w

∂y is sufficiently large, i.e. in the
mid and upper troposphere.

Finally, the fourth mechanism represents differential heating which, for
example, is responsible for the pole-to-equator temperature gradient on
larger scales.

The two horizontal deformation fields are a combination of the velocity
fields discussed earlier in 2.2 (in terms of D,A, F, ζ) and the thermal gra-
dient. But these four parameters are not explicitly included, which makes
a direct physical interpretation more difficult. An alternative form of the
frontogenetic function (8) in terms of D,A, F, ζ is given by (Markowski and
Richardson [2010]):

D| ~∇hθ|2

Dt
= |~∇hθ|2(A′ cos 2φ−D) (11)
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where A′ is total deformation parameter defined as A′2 = A2 + F 2 (see
(125a)), φ is the angle between the isotherms and the axis of dilatation
(AOD) given by x′ in figure A along front where maximum stretching occurs
and finally convergence given by D < 0. The derivation of (11) is given in
appendix B.

For the following angles, φ = (nπ)◦, n = 0, 1, ... frontogenetic forcing
~Q is maximal because it corresponds to situations where maximum stretch-
ing (along AOD) occurs along the isotherms and contraction across the
isotherms. Although rotation ζ is not included in (11), one can imagine
that rotation of isotherms (near the center of a depression for example) can
indirectly lead to frontogenesis by reducing φ towards zero in time, such
that stretching and shearing deformation becomes more effective!

In this thesis, we assume that these four local forcing mechanisms result
from large scale balances associated with the distribution of (anti)-cyclones
on synoptic scales. On such scales, the effects of geostrophic tilting and
diabatic heating are neglected. Many authors (Hoskins [1982], Moore [1993],
Sawyer [1956], etc.) only assume a confluence pattern in their study to
frontogenesis such that it reduces to a two-dimensional problem. Hence, we
shall only use the confluence term in our model, i.e. Q2 = −∂v

∂y
∂θ
∂y containing

stretching deformation only!

2.4 Other front ingredients

Apart from an initial potential temperature gradient and a deformation
field, there are many other ingredients on a variety of spatial and time scales
that have a frontogenetic or frontolytic effect. These secondary effects were
studied by Williams, Hoskins and others. A nice overview is given in Hoskins
and Bretherton [1972]

An important ingredient that prevents the front from becoming too in-
tense, is turbulent diffusion. Numerical experiments on frontogenesis includ-
ing turbulent diffusion by Williams [1974] showed that fronts could form in
a day or two and then remained in a quasi-steady state. This indicates a
balance between the main frontogenetic processes and the frontolytic effect
of turbulent diffusion.

Surface friction has two counteracting effects on frontogenesis. It has an
overall dissipating effect on across-front velocities corresponding to a smaller
frontal convergence. But on the other hand, if surface drag is included for the
along-front velocities (which are larger), it will have an additional effect on
destroying thermal wind balance and a stronger cross-frontal circulation will
form to restore thermal wind balance. This was demonstrated already in the
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1950s by Eliassen [1959]. The dynamical role of the cross-frontal circulation
results in an increased convergence near in the surface boundary layer. This
was also found by the models of Hoskins and Bretherton [1972] including
Ekman layer suction to represent friction. Their models show convergence
near the surface boundary layer and a compensating divergence effect above
the surface boundary layer where the effect of friction is frontolytic.

The effects of latent heat release on cross-frontal circulations are studied
by Hoskins and Bretherton [1972] and others. Latent heat release typically
occurs in the warm sector where conditions are favorable for convection
(source of lift). The release of latent heat warms up the atmosphere and
therefore strengthens the circulation. Especially for intense cold fronts as-
sociated with severe thunderstorms developing along the convergence line in
the warm sector, the contribution from latent heat release can become a sub-
stantial factor. But the effects of latent heat release can also be frontolytic
if convection is mainly observed behind a cold front.
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3 Front dynamics

In this section, we will start from a very basic form of the equations of
motion (hereafter EOM). Our aim here is to derive a set of equations which
is valid for describing the dynamics on spatial and time scales that are
typical for fronts. Various approximations have thus to be made. To give
a quick overview, we will start from a set of equations that has already
been simplified by (i) Boussinesq approximation (hereafter BQ) and (ii)
hydrostatic balance (hereafter HB) and will be simplified further using scale
analysis. That will result in (iii) geostrophic wind balance (hereafter GWB)
and the (iv) geostrophic momentum approximation (hereafter GM).

We start from the EOM (simplified by BQ and HB) also known as the
’primitive equations’ (first numerical solutions in Williams [1967], Hoskins
and Bretherton [1972]), which are given in Cartesian coordinates by:

Du

Dt
− fv = −∂φ

′

∂x
(12a)

Dv

Dt
+ fu = −∂φ

′

∂y
(12b)

Db

Dt
+N2w = 0 (12c)

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (12d)

b =
∂φ′

∂z
(12e)

θ = θ(z) + θ′(y, z, t)

b = g
θ′

θ0

φ′ =
p′

ρ0

N2 =
g

θ0

∂θ

∂z

D

Dt
=

∂

∂t
+ u

∂

∂x
+ v

∂

∂y
+ w

∂

∂z

These equations are almost of similar form as those given in Hoskins
[1975]. The equations in the left column represent: evolution of zonal and
meridional momentum, the temperature equation, the continuity equation
and HB. Their forms are the result of the Boussinesq approximation.

The Boussinesq approximation yields a splitting of variables into an at-
mospheric reference state and deviations from this state. In the right col-
umn, we see that the potential temperature (defined as θ = T (pr/p)κ) is
split into (I) a reference term, θ, and (II) a perturbation term, θ′.

We define the temperature perturbation in terms of buoyancy, which is
the relative temperature with respect to the surface temperature, θ0, ex-
pressed in units of g. Buoyancy is propertional to ∂φ′

∂z , where φ′ is the
pressure perturbation, p′, divided by a constant density ρ0.
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The reference term only depends on height and has a constant temper-
ature, θ0, on the surface. The rate of increase of θ with height determines
the static stability of the reference atmosphere, given by N2. The static
stability is part of the temperature equation (12c).

Our temperature equation differs from Hoskins [1975, eq. 2] and needs
some explanation. In Hoskins [1975] and Hoskins and Bretherton [1972],
they assume an adiabatic reference atmosphere (θ = θ0) such that the ver-
tical derivative is zero and (12c) reduces to a form Db

Dt = Dθ′

Dt = 0. N2 = 0
may be interpreted as a lower limit in terms of static stability.

Another option is to take the temperature T constant which is an other
limit in representing a realistic static stability. Such a reference atmosphere
would be perfect to model the temperature profile of the stratosphere. The
isothermal reference atmosphere has a constant static stability given by
N = g√

cpT0
s−1 (derived in eq. (165)).

Our reference atmosphere in the troposphere will also be isothermal, but
we choose a lower static stability value of N ≈ 1.2 × 10−2 s−1. How real-
istic is our choice of reference atmosphere? Hoskins and Bretherton [1972,
fig. 3] refer to a study on different reference atmosphere models, which
are the isothermal, adiabatic and the International Civil Aviation Organi-
zation (ICAO) reference atmospheres. They compared the corresponding
pressure functions of height, p(z), with each other and with observations.
Observations from soundings show curves mostly between the isothermal
and adiabatic ones such that the ICAO curve seems to be the most real-
istic choice. Our reference atmosphere resembles the ICAO closely and is
therefore a good choice.

3.1 Scale analysis

This set of equations is very general and not well suited if we wish to describe
frontal dynamics. Let us assume a quasi-stationary front from west to east
and where the largest temperature gradients are in the north-south direction
due to a confluence deformation field (see figure 9).

We will now perform a scale analysis to investigate the importance of the
different terms in (12) and to reduce it into a two-dimensional form. The
non-dimensional parameters are introduced in table 1.

The dimensionless equations then become:

UV

ly
D̃tũ− fV ṽ = −Φ

lx

∂φ̃

∂x̃
(14a)
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Figure 9 – Two-dimensional front model showing the cross-front component of a
confluence deformation field (A) compressing the isotherms together. Thermal wind
balance is indicated by the vertical zonal wind shear in accordance with a negative
meridional temperature gradient

x = lxx̃ u = Uũ b = Bb̃

y = lyỹ v = V ṽ φ′ = Φφ̃
z = hz̃ w = Ww̃ t = T t̃

Table 1 – Definition of non-dimensional parameters

V 2

ly
D̃tṽ + fUũ = −Φ

ly

∂φ̃

∂ỹ
(14b)

BV

ly
D̃tb̃+N2Ww̃ = 0 (14c)

U

lx

∂ũ

∂x̃
+
V

ly

∂ṽ

∂ỹ
+
W

h

∂w̃

∂z̃
= 0 (14d)

Bb̃ =
Φ
h

∂φ̃

∂z̃
(14e)

where

D̃t ≡
ly
V

(
1
T

∂

∂t̃
+
U

lx
ũ
∂

∂x̃
+
V

ly
ṽ
∂

∂ỹ
+
W

h
w̃
∂

∂z̃

)
(15)

First we introduce the parameter β = V
U . Observations show that the

cross-front velocity V is much smaller than the along-front velocity U such
that β � 1. Furthermore, ly � lx with typical values being 1000km along
front lx and 100km or less across front ly. If we next consider the relative
vorticity ζ = ∂v

∂x −
∂u
∂y than it is easily shown by considering the scales that

∂v
∂x �

∂u
∂y and that the relative vorticity can be approximated by ζ ≈ −∂u

∂y .
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Now we introduce the Rossby number as the ratio between the relative
vorticity ζ and the planetary vorticity f (or equivalently: a measure of the
importance of the change of momentum w.r.t. the Coriolis force) by:

Ro =
|ζ|
f

=
U

fly
(16)

The first two equations in (14) and (15) can be rewritten in terms of Ro
and β. Let us assume Ro being of order 1 for a strong front and check term
by term if they play any role for such a front:

D̃tũ−
1

Ro
ṽ = − 1

Ro
Φ
ly

1
fU

(
Uly
V lx

)
∂φ̃

∂x̃
(17a)

Roβ2D̃tṽ + ũ = −Φ
ly

1
fU

∂φ̃

∂ỹ
(17b)

D̃t ≡
1

Ro

Ro
∂

∂t̃
+
U

lx

ly
V︸︷︷︸
I

Roũ
∂

∂x̃
+ Roṽ

∂

∂ỹ
+
W

h

ly
V︸ ︷︷ ︸

II

Row̃
∂

∂z̃

 (17c)

The quadratic β term in (17b) shows that accelerations across front are
negligible and we assume GWB across front if Φ

ly
1
fU is of order 1 too (or else

there is no balance at all). If the remaining terms in (14b) are combined with
(14e) to filter φ̃ then the result is an expression for thermal wind balance
across front as we will show later.

In (17a), we see that the acceleration term is order 1. Assuming GWB
along front would therefore be a bad approximation. The ṽ and ∂φ̃

∂x̃ terms are
not equal, illustrated by the additional Uly

V lx
term on the r.h.s. The Coriolis

force acts on the residual (i.e. the ageostrophic velocity) to accelerate the
along-front flow.

Finally, (17c) illustrates in what direction advection of parameters is
important. We will evaluate terms I and II. The change in the jet velocity
along-front (figure 9) does not change much such that U

lx
< V

ly
≈ W

h , where
the last equality comes from the continuity equation (14d). Hence, term I is
negligible and term II is of order 1. However, we keep term I in our future
derivations in order to conserve geostrophic non-divergence.

These approximations would eventually break down if: (i) the Rossby
number Ro � 1 such that Roβ2 becomes order 1 indicating a very sharp
front where mixing processes would actually become relevant too or (ii)
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u = ujet(y, z, t) +Ax︸ ︷︷ ︸
=ug

v = va(y, z, t)−Ay︸︷︷︸
=vg

w = wa(y, z, t)

Table 2 – Decomposition of velocity field

the curvature of the front becomes relevant (e.g. lx ∼ ly) and a three-
dimensional description would be needed.

3.2 Balanced equations

With this analysis in our mind, we continue with the general EOM for a 2D
front that has now been reduced to:

Du

Dt
− fv = −∂φ

′

∂x
(18a)

Db

Dt
+N2w = 0 (18b)

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (18c)

u = − 1
f
∂φ′

∂y

b = ∂φ′

∂z

}
∂b

∂y
= −f ∂u

∂z

D

Dt
=

∂

∂t
+ v

∂

∂y
+ w

∂

∂z

The scale analysis already gave a hint that the velocity field can be split
up in balanced and unbalanced parts. The velocity field will now be split
up in several components that are attributable to (i) the deformation field
(confluence), (ii) the along-front geostrophic wind (jet stream) and (iii) the
ageostrophic field (cross-frontal circulation). This is shown in table 2.

The jet stream, ujet, is in TWB with the local meridional temperature
gradient and is constant along-front. The jet does vary in the zonal di-
rection in more advanced models (three-dimensional), which are suitable
for describing local maxima in the jet stream, i.e. jet streaks. The cross-
frontal circulation becomes zonally dependent too and obtains a more com-
plex structure. At the entrance of the jet streak (where the air begins to
accelerate) a thermally direct circulation is formed and at the exit region of
the jet (deacceleration of air) an indirect circulation is formed.

The deformation field given by Ax and −Ay represents only stretching
deformation and favors frontogenesis in north-south direction. It is also con-
sidered as a balanced flow but then provided by the larger synoptic setting
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and constant in time and height. In the case of a confluence pattern, it rep-
resents the flow that balances the distribution of low and high pressure areas
as shown in figure 5 for example. The Ax term does not play a dynamical
role in the two-dimensional case as there are locally no gradients along-front
such that advection has no effect here. Still, it is given here in order to have
a non-divergent geostrophic deformation field.

Finally, the ageostrophic velocity field given by va, wa forms the sec-
ondary cross-frontal circulation. Its role, as we will discuss later on, is to
keep the front in TWB.

The resulting EOM become:

Du

Dt
− fva = 0 (20a)

Db

Dt
+N2wa = 0 (20b)

∂va
∂y

+
∂wa
∂z

= 0 (20c)

D

Dt
=

∂

∂t
+Ax

∂

∂x
+ (va −Ay)

∂

∂y
+ wa

∂

∂z
(20d)

In the continuity equation, the deformation field is non-divergent and dis-
appears such that only the ageostrophic field remains. In the first equation
(20a), v has been split up in two terms: one in geostrophic wind balance
with ∂φ′

∂x (such that both terms drop out) and an ageostrophic term, va.
The final simplification that we make here is the so-called geostrophic

momentum approximation (GM), which in our case is particularly simple. In
general, GM is an approximation based on the smallness of the Rossby num-
ber. GM means that the momentum can be approximated by the geostrophic
component only (but can still be advected by ageostrophic velocity compo-
nents!). The derivation is shown in two different manners in Hoskins [1975] in
case of the three-dimensional primitive equations. For the two-dimensional
form derived here, it becomes much easier as an along-front balanced flow
was already assumed such that u = ug. The zonal momentum equation
(20a) can now be written as:

Dug
Dt
− fva = 0 (21)

The consequences of the GM approximation are large. It means that
only the geostrophic velocities change in time which are in balance at all
times. The unbalanced ageostrophic components are now diagnostically
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determined, hence the GM approximation transforms (20) into the balanced
equations. Any wave motions or instabilities (e.g. gravity waves) represented
by periodic or exponential changes of ageostrophic velocities in time are
filtered out. Moreover, this approximation allows us to use the invertibility
principle of PV which is based on the assumption of a balanced atmosphere.

The balanced equations come in quasi-geostrophic and semi-geostrophic
flavors. They shall both be examined in the next two sections.
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4 QG theory

The Rossby number, defined as Ro = U
fL , is small on large (synoptic) scales.

It implies that inertial forces are dominated by the Coriolis force which is
approximately in balance with the pressure gradient force. We could do a
zero-order approximation of ~u in terms of Ro. This would result in a veloc-
ity field constrained to both the geostrophic wind balance and the hydro-
static balance relations. Thus, a zero-order approximation would describe a
steady-state flow. A zero-order approximation is rather useless in our study
because we want to examine the evolution of fronts.

The QG theory results from a first-order approximation of ~u in terms of
the Rossby number and allows for deviations from the balanced geostrophic
flow ~ug, namely the ageostrophic velocity field ~ua for which | ~ua| � | ~ug|. As
a result, ageostrophic velocities restore balance but play a negligible role
in the advection of other variables. Hence, D

Dt becomes Dg
Dt representing

advection by the geostrophic velocity field only.
The resulting equations are:

Dgug
Dt

− fva = 0 (22a)

Dgb

Dt
+N2wa = 0 (22b)

∂va
∂y

+
∂wa
∂z

= 0 (22c)

∂b

∂y
= −f ∂ug

∂z
(22d)

Dg

Dt
=

∂

∂t
+ ug

∂

∂x
+ vg

∂

∂y
(22e)

where ug = ujet +Ax and vg = −Ay are the balanced flow fields.
It shows that the ageostrophic and geostrophic velocity fields are coupled

in equations (22a) and (22b). Their physical connection can be understood
by splitting up the geostrophic velocities from the ageostrophic velocities.
In the next subsection, an equation for the ageostrophic component will be
derived. After that, the ageostrophic velocities will be filtered out resulting
in a (PV) advection equation.
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4.1 Cross-frontal circulation

The GM approximation applied earlier implies that the ageostrophic veloc-
ities are not advected by the geostrophic field, nor do they change in time
locally. This means that the ageostrophic field adjusts itself immediately
(or on very short time scales) to the evolving geostrophic field (which is
departing from TWB) to restore TWB. To find an expression for va, wa, the
Lagrangian time term needs to be removed. It will be assumed that the
geostrophic field remains in TWB in the following derivation.

First, take f ∂
∂z of (22a) and ∂

∂y of (22b). Then rewrite the first two

equations such that these derivatives are placed inside Dg
Dt . This results in:

Dg

Dt

(
f
∂ug
∂z

)
− f2∂va

∂z
= −f ∂ug

∂z

∂ug
∂x

(23a)

Dg

Dt

(
∂b

∂y

)
+N2∂wa

∂y
= −∂vg

∂y

∂b

∂y
(23b)

where the extra terms on the rhs arise in a similar way as in (8) according
to:

f
∂

∂z

(
Dgug
Dt

)
= f

∂ug
∂z

∂ug
∂x

+ f
∂vg
∂z

∂ug
∂y︸ ︷︷ ︸

=0

+
Dg

Dt

(
f
∂ug
∂z

)

∂

∂y

(
Dgb

Dt

)
=
∂ug
∂y

∂b

∂x︸ ︷︷ ︸
=0

+
∂vg
∂y

∂b

∂y
+
Dg

Dt

(
∂b

∂y

)

The terms on the rhs of (23) can be rewritten as follows (using TWB):

−f ∂ug
∂z

∂ug
∂x

= −Af ∂ujet
∂z

= A
∂b

∂y
= Q2

−∂vg
∂y

∂b

∂y
= A

∂b

∂y
= Q2

so that (23) becomes:

Dg

Dt

(
f
∂ug
∂z

)
− f2∂va

∂z
= Q2 (26a)

Dg

Dt

(
∂b

∂y

)
+N2∂wa

∂y
= Q2 (26b)
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Our definition of frontogenetic forcing Q2 = A ∂b
∂y illustrates that we

neglect all other frontogenetic processes except for confluence given by the
interplay between A and ∂b

∂y . In our model, frontogenesis occurs when Q2 is
negative! (as the buoyancy gradient is negative too). Equation (26) shows
how frontogenetic processes destroy TWB in two opposite ways:

Eq. (26a) the negative value of Q2 on the rhs shows that frontogenesis reduces
the vertical wind shear of the jet stream. Advection of momentum
by stretching deformation causes the local maximum (minimum) of
the jet stream velocity at the front to decrease (increase) in the upper
(lower) parts of the atmosphere.

Eq. (26b) At the same time, frontogenesis results in a tendency to amplify the
gradient ∂b

∂y in time, which means that the front becomes stronger.

The last point was already seen from a kinematic point of view. But it is
interesting to see from a dynamical point of view how the vertical wind shear
is influenced by frontogenesis in the opposite way.

The first terms in (26) can be removed by summing (26a) and (26b)
using TWB, resulting in an equation for the ageostrophic circulation:

N2∂wa
∂y
− f2∂va

∂z
= 2Q2 (27)

Using the non-divergence of the ageostrophic field, given by (22c), a stream-
function is introduced as (−∂ψ

∂z ,
∂ψ
∂y ) = (va, wa) and the expression becomes:

N2∂
2ψ

∂y2
+ f2∂

2ψ

∂z2
= 2Q2 (28)

The negative value of Q2 results in positive values for ψ. This corresponds
to a thermal direct CFC (clockwise circulation).

This is a classic Poisson equation characterized by a global solution for
ψ forced by a local Q2. This means that zero-flow boundary conditions have
to be chosen far away from the geostrophic forcing area in the center of a
domain. This shall be discussed in the model section in chapter 8.

In figure 2 a sketch was shown of the CFC as it would look like for the
QG case. The CFC restores TWB in two ways:

- In the warm sector (W) rising air cools adiabatically and similarly in
the cold sector (C) air cools adiabatically. This frontolytic effect of
the CFC is particularly strong in mid troposphere (around 500 hPa)
where vertical velocities are largest.
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- The Coriolis force deflects the meridional components of the CFC to
the right in the Northern hemisphere. Thus, in western direction in the
lower troposphere and eastern direction in the upper troposphere. As
a result, horizontal momentum of the CFC is transferred to the along-
front winds. The geostrophic wind increases in opposing directions
such that the vertical windshear increases throughout the troposphere.
A new TWB is gained in accordance with a larger thermal gradient.

4.2 PV evolution

We start again from the basic QG equations given by (22). In a similar way
as in the previous subsection, we can filter out the ageostrophic component
(i.e. the CFC) this time. We will derive an equation for the evolution of the
geostrophic wind and buoyancy. It was shown in the previous subsection
by (28) how the ageostrophic field constantly adjusts itself to the evolving
fields of the two geostrophic fields.

We will introduce the concept of quasi-geostrophic potential vorticity
(hereafter QGPV) being the conserved field from which all other fields can
be derived. A first glimpse of the advantage of this approach will be shown
here by considering two approaches on how the QG set of equations can be
(numerically) solved.

Approach 1:
Given an initial front with a constant deformation field, it is possible to
derive the CFC. Once the CFC is known, its effect on the evolution of the
geostrophic fields follows from (22a) and (22b). This means that we can
directly calculate the new geostrophic fields b and ug changing through: (i)
advection (geostrophic), (ii) Coriolis effect on va and (iii) adiabatic warm-
ing/cooling effect on wa. Once the new geostrophic fields are derived, one
can calculate the new CFC again, etcetera.

It is clear from this approach what physical processes play a role. How-
ever, we can rewrite the equations in such a way that information on the
CFC is no longer necessary! This is understandable because we know that
the ageostrophic circulation does not play a (dynamical) role in time in QG
theory. It is a diagnostic component which purpose is to restore atmospheric
balance.
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Approach 2:
This approach makes use of the non-divergent property of the CFC in order
to rewrite the set of equations in terms of the conservative quantity qQG.

First, take − ∂
∂y of (22a) and f

N2
∂
∂z of (22b):

− ∂

∂y

(
Dgug
Dt

)
+ f

∂va
∂y

= 0 (29a)

f

N2

∂

∂z

(
Dgb

Dt

)
+ f

∂wa
∂z

= 0 (29b)

∂va
∂y

+
∂wa
∂z

= 0 (29c)

Next, sum up both equations and put the derivatives inside the material
time derivatives, using the following relations again:

− ∂

∂y

(
Dgug
Dt

)
= −∂ug

∂y

∂ug
∂x
− ∂vg

∂y

∂ug
∂y︸ ︷︷ ︸

=0

+
Dg

Dt

(
−∂ug
∂y

)
(30a)

f

N2

∂

∂z

(
Dgb

Dt

)
=

f

N2

[
∂ug
∂z

∂b

∂x
+
∂vg
∂z

∂b

∂y

]
︸ ︷︷ ︸

=0

+
Dg

Dt

(
f

N2

∂b

∂z

)
(30b)

where in both cases the terms on the rhs cancel out using geostrophic
non-divergence (∂ug∂x = −∂vg

∂y ) and general TWB relations ( ∂b∂x = f
∂vg
∂z ,

∂b
∂y =

−f ∂ug∂z ).
This means that the sum of (30a) and (30b) takes a particular simple

form:
Dg

Dt

(
f

N2

∂b

∂z
− ∂ug

∂y

)
= 0 (31)

This shows that the sum of buoyancy stratification and the geostrophic
vorticity is conserved!

If we introduce the streamfunction (for an incompressible geostrophic
flow) by Ψg = φ′

f , then the zero order balances GWB and HB become:

ug = −∂Ψg
∂y and b = f

∂Ψg
∂z . Substitution into (31) results in:

DgqQG
Dt

= 0 (32)

where qQG is given by:

qQG =
f2

N2

∂2Ψg

∂z2
+
∂2Ψg

∂y2
(33)
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This is the conservation of the quasi-geostrophic potential vorticity. Only
geostrophic advection plays a dynamic role. This approach has the advan-
tage over the first approach that no information is required about the CFC.
The restoring effect of va and wa, by changing b and ug as described in (26),
is now implicitly derived and decoupled from the evolution of geostrophic
fields.

Figure 10 summarizes the set of equations that we have derived for QG
theory. It is given in a flow diagram to visualize the right order for pro-
gramming purposes. It forms a decoupled system. That means that all
other variables can be calculated from qQG once we have derived the new
qQG from a given two-dimensional deformation field A.

To derive Ψg from the PV-inversion, we also need proper boundary condi-
tions which may change in time. The same holds for ψ in the other elliptical
equation. We will specify the boundary conditions that we used for the two
equations in chapter 8.

f2

N2
∂2Ψg
∂z2 + ∂2Ψg

∂y2 = qQG

ug = −∂Ψg

∂y , b = f
∂Ψg

∂z → Q2 = A ∂b
∂y

N2 ∂2ψ
∂y2 + f2 ∂2ψ

∂z2 = 2Q2

va = −∂ψ
∂z , wa = ∂ψ

∂y

(33)

(28)

∂qQG
∂t = −Ay ∂qQG∂y (32)

...
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Figure 10 – Overview on the QG set of equations. The parameters within the ovals
are constants. The equations inside the thick black box are used to derive all variables
diagnostically from QGPV-inversion at one timestep. The evolution in time is in the
right direction and is described by the QG advection equation.
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5 SG theory

The QGPV model does a great job even when frontal gradients become
large. However, it fails to represent both the tropopause folding and the
formation of a realistic surface front. Still we can predict from QG theory
these two important processes:
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Figure 11 – Same as figure 2, but now highlighting the cross-frontal circulation.
The red and blue arrows denote positive and negative domain of wa. The green
arrows denotes va. The green circles represent the vorticity changes due to vertical
stretching and contraction effects near P, Q, R and S.

Firstly, the meridional ageostrophic flow is convergent ∂va
∂y < 0 at P in

fig. 11. This implies that the front would shift towards the warm sector.
The same holds for R in the upper troposphere where the front would shift
towards the cold sector. QG theory thus predicts a sloping front if it would
allow the horizontal component of the CFC to play a dynamical role.

Secondly, when we examine the vertical component of the CFC, this
frontal shift is also visible in terms of a vorticity balance across-front. In
the vorticity equation, which we could derive from (20a) by taking the − ∂

∂y
derivative, vertical stretching and contraction mechanisms are a source or
sink of vorticity.

One can understand the role of wa by considering the vorticity of an
air column between two isentropic surfaces (e.g. surface θ2 above surface
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θ1) near P in figure 11. The vorticity would increase when the distance
between the two isentropic layers increases. If wa is larger at θ2 than at
θ1, the air column in between would be stretched resulting in additional
vorticity near P . The same would hold for R. The air column would be
compressed by wa near Q and S. Vorticity destruction would occur such
that the vorticity becomes less negative. QG theory predicts strong fronts
with large vorticities near P , if it would allow the vertical component of the
CFC to play a dynamical role.

When the nonlinear term ζg
∂wa
∂z becomes of the same order of magnitude

as f , then the circulation is strongly developed and its dynamical role can
no longer be neglected. In terms of the Rossby number Ro = |ζ|

f , if Ro
becomes order one, then we need to reconsider the QG approximation as we
shall do now.

The SG equations are given by (18) and are shown here for reference:

Dug
Dt
− fva = 0 (34a)

Db

Dt
+N2wa = 0 (34b)

∂va
∂y

+
∂wa
∂z

= 0 (34c)

∂b

∂y
= −f ∂ug

∂z
(34d)

D

Dt
=

∂

∂t
+ ug

∂

∂x
+ (vg + va)

∂

∂y
+ wa

∂

∂z
(34e)

The main difference are the two additional ageostrophic velocities in the
total time derivative D

Dt .
In the next two subsections, the equations for the CFC and the qSG

evolution equation will be derived. The difficulty here is that the advection
also contains ageostrophic terms.

5.1 Ageostrophic component

Using (34a) and (34b), one can apply the same steps to obtain the equation
for the SG CFC. We start with manipulating both equations by taking the
derivatives to y and z again (compare with (23)).

D

Dt

(
f
∂ug
∂z

)
− f2∂va

∂z
= −f ∂ug

∂z

∂ug
∂x︸ ︷︷ ︸

Q2

−f ∂va
∂z

∂ug
∂y
− f ∂wa

∂z

∂ug
∂z

(35a)
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D

Dt

(
∂b

∂y

)
+N2∂wa

∂y
= −∂vg

∂y

∂b

∂y︸ ︷︷ ︸
Q2

−∂va
∂y

∂b

∂y
− ∂wa

∂y

∂b

∂z
(35b)

Here, two extra terms are added on the rhs originating from the full advec-
tion operator. On the rhs of (35b), these represents confluence and tilting
mechanisms by the ageostrophic field. One could see them as additional
deformation parameters that together with Q2 enhances frontogenesis. We
retain our definition for Q2 being the geostrophic forcing here and put the
ageostrophic terms on the lhs forming the SG version of the CFC.

Now we can use TWB again to remove the time dependence by summing
up both equations :(

N2 +
∂b

∂z

)
∂wa
∂y
−
(
f2 − f ∂ug

∂y

)
∂va
∂z

+
∂va
∂y

∂b

∂y
+ f

∂wa
∂z

∂ug
∂z

= 2Q2 (36)

which can be further reduced to:(
N2 +

∂b

∂z

)
∂wa
∂y
− f

(
f − ∂ug

∂y

)
∂va
∂z

+
(
∂va
∂y
− ∂wa

∂z

)
∂b

∂y
= 2Q2 (37)

In terms of the streamfunction ψ, defined similar to the QG case, the SG-
CFC equation becomes:

N2
eff

∂2ψ

∂y2
+ 2S2 ∂

2ψ

∂y∂z
+ F 2∂

2ψ

∂z2
= 2Q2 (38)

where N2
eff ≡ N2+ ∂b

∂z is the total static stability, S2 ≡ − ∂b
∂y the baroclinicity

and F 2 ≡ f(f− ∂ug
∂y ) the inertial stability. This equation is a simplified form

(excluding diabatic heating) of the original one firstly derived by Sawyer and
Eliassen. We shall refer to (38) as the Sawyer-Eliassen equation (hereafter
SE).

This type of equation is a linear, second-order partial differential equa-
tion. Such equations can be classified as elliptical, parabolic or hyperbolic
depending on the discriminant D = (2S2)2 − 4N2

effF
2 or the more well-

known criterium:
NeffF

2 − S4 > 0 (39)

This criterium corresponds to an atmosphere that is symmetrically stable.
The concept of symmetric stability can be understood by examining the

three stability parameters N2
eff , F 2 and S2. Firstly, assume a statically

stable atmosphere N2
eff > 0 such that vertical displaced air parcels return

to their original altitude. This corresponds to ∂θ
∂z > 0. Secondly, assume a
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inertial stable atmosphere F 2 > 0 such that latitudal displaced air columns
return to their original latitude. This corresponds to −∂Mg

∂y > 0 where
Mg = ug − fy.

Figure 12 shows an illustration, very similar to the large scale baroclinic
instability settings (some call it a second-order baroclinic instability). It
shows that symmetric instability occurs when the θ surfaces are more steeply
sloped than geostrophic absolute momentum Mg surfaces, even when the
atmosphere is both statically and inertially stable!

We can now compare the inertial and static stabilities with the baroclin-
icity S2 and distinguish three cases:

- If NeffF
2 − S4 < 0 then SE becomes a hyperbolic equation which

we can interpret physically as symmetric instability. Hyperbolic equa-
tions are generally used for describing wave propagation. If S2 = − ∂b

∂y
becomes too large (i.e. the front becomes too strong) then symmetric
instability sets in and exponentially growing waves will develop. The
resulting exponential growth propagates mainly close along the isen-
tropes resulting in so-called slantwise convection (Thorpe and Emanuel
[1985]). This type of convection could occur in statically stable atmo-
spheres and is responsible for non-convective precipitation.

- If NeffF
2 − S4 = 0 then SE becomes a parabolic equation. This

case has been examined by Hoskins and Bretherton [1972] being the
zero potential vorticity case (ZPV). Such conditions are rare in a dry
atmosphere. However, in a moist atmosphere it becomes interesting
as moist isentropes are steeper orientated than ’dry’ isentropes, anal-
ogous to conditional static instability. One can compare the moist
isentropes with the absolute momentum surfaces like in figure 12 to
assess the presence of conditional symmetric instability (CSI). Thorpe
and Emanuel [1985] show that near neutral symmetric conditions cor-
respond to narrowing and intensification of the lifting part of the CFC.

- If NeffF
2 − S4 > 0 then SE becomes an elliptic equation which can

be interpreted as a balanced solution for ψ! Furthermore, given the
frontogenetic forcing Q2, the whole domain will adjust itself in order to
restore TWB. In other words: a local forcing in an elliptical equation
has a typical ’action at distance’ effect, physically established by the
CFC. We can only solve ψ from the SE equation when this important
condition is met.
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It is shown in Hoskins [1982] and by others that the symmetric stability
N2
effF

2 − S4 is a conserved quantity also known as potential vorticity. We
shall refer to it as the semi-geostrophic potential vorticity (hereafter SGPV)
given by (40).

qSG = N2
effF

2 − S4 (40)

Its conservation shall be shown in the next subsection.
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Figure 12 – Conceptual picture of symmetric instability in a statically and inertial
stable atmosphere.

5.2 PV evolution

We start from the SG equations given by (34). The material time derivative
in (34a) and (34b) now also contains ageostrophic velocities. Now calculate
−f ∂

∂y of (34a) and ∂
∂z of (34b) and put the derivatives inside the material

derivatives again:

−f D
Dt

(
∂ug
∂y

)
+ f2∂va

∂y
= f

∂va
∂y

∂ug
∂y

+ f
∂wa
∂y

∂ug
∂z

(41a)

D

Dt

(
∂b

∂z

)
+N2∂wa

∂z
= −∂va

∂z

∂b

∂y
− ∂wa

∂z

∂b

∂z
(41b)

where the extra ageostrophic terms on the rhs were not present in the QGPV
case. Using the definitions of N2

eff and F 2, (41) reduces to:

− D

Dt

(
f
∂ug
∂y

)
+ F 2∂va

∂y
= f

∂wa
∂y

∂ug
∂z

(42a)

D

Dt

(
∂b

∂z

)
+N2

eff

∂wa
∂z

= −∂va
∂z

∂b

∂y
(42b)
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Next, we multiply (42a) by N2
eff and (42b) by F 2 and sum up both equa-

tions. Use ageostrophic non-divergence to filter the ageostrophic terms on
the lhs:

−N2
eff

D

Dt

(
f
∂ug
∂y

)
+ F 2 D

Dt

(
∂b

∂z

)
= N2

efff
∂wa
∂y

∂ug
∂z
− F 2∂va

∂z

∂b

∂y
(43)

Now use TWB to write this as:

−N2
eff

D

Dt

(
f
∂ug
∂y

)
+ F 2 D

Dt

(
∂b

∂z

)
= −∂b

∂y

[
N2
eff

∂wa
∂y

+ F 2∂va
∂z

]
(44)

The rhs still contains ageostrophic terms and we use (34a) and (34b) again
to filter these terms out using the following relations (where derivatives to
y and z are taken and placed inside D

Dt again)

D

Dt

(
f
∂ug
∂z

)
= −f ∂ug

∂z

∂ug
∂x
− f ∂vg

∂z

∂ug
∂y︸ ︷︷ ︸

Q2

−f ∂wa
∂z

∂ug
∂z

+ f2∂va
∂z
− f ∂va

∂z

∂ug
∂y︸ ︷︷ ︸

F 2 ∂va
∂z

D

Dt

(
∂b

∂y

)
= −∂ug

∂y

∂b

∂x
− ∂vg

∂y

∂b

∂y︸ ︷︷ ︸
Q2

−∂va
∂y

∂b

∂y
− ∂wa

∂y

∂b

∂z
−N2∂wa

∂y︸ ︷︷ ︸
N2
eff

∂wa
∂y

Next, we can write the rhs of (44) as:

−∂b
∂y

[
N2
eff

∂wa
∂y

+ F 2∂va
∂z

]
= −∂b

∂y

[
Q2 −

D

Dt

(
∂b

∂y

)
− ∂va

∂y

∂b

∂y
+

D

Dt

(
f
∂ug
∂z

)
−Q2 + f

∂wa
∂z

∂ug
∂z

]
= 2

∂b

∂y

D

Dt

(
∂b

∂y

) (46)

such that (44) becomes:

−N2
eff

D

Dt

(
f
∂ug
∂y

)
+ F 2 D

Dt

(
∂b

∂z

)
− 2

∂b

∂y

D

Dt

(
∂b

∂y

)
= 0 (47)

Our last step is to collect all terms under one material derivative, starting
by writing out all terms explicitly:

−N2 D

Dt

(
f
∂ug
∂y

)
− ∂b

∂z

D

Dt

(
f
∂ug
∂y

)
+ f2 D

Dt

(
∂b

∂z

)
−

f
∂ug
∂y

D

Dt

(
∂b

∂z

)
− 2

∂b

∂y

D

Dt

(
∂b

∂y

)
= 0

(48)
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where the second and the fourth term can be combined together, resulting
in:

− D

Dt

(
fN2∂ug

∂y

)
+
D

Dt

(
f2 ∂b

∂z

)
− D

Dt

(
f
∂ug
∂y

∂b

∂z

)
− D

Dt

(
∂b

∂y

)2

= 0 (49)

Next, we divide by a constant factor (N2f) and put all terms together:

DqSG
Dt

= 0 (50)

where qSG is given by:

qSG =
f

N2

∂b

∂z
− ∂ug

∂y
− 1
N2

∂ug
∂y

∂b

∂z
− 1
fN2

(
∂b

∂y

)2

(51)

We introduce the streamfunction Ψg according to
(
∂Ψg
∂y ,

∂Ψg
∂z

)
=
(
−ug, bf

)
again and rewrite the expression for qSG as:

qSG =
f2

N2

∂2Ψg

∂z2
+
∂2Ψg

∂y2︸ ︷︷ ︸
qQG

+
f

N2

∂2Ψg

∂y2

∂2Ψg

∂z2
− f

N2

(
∂2Ψg

∂y∂z

)2

(52)

We notice the presence of two additional nonlinear terms on the rhs, il-
lustrating that the qSG is an extension of the qQG, defined in (33). The
inversion principle of PV allows us to derive Ψg from qSG using (52). In
other words: Ψg = N−1

1 (qSG) where N1 is a nonlinear operator in the SG
case.

We derived a particular form of qSG. The more general expression for qSG
was given in previous subsection and corresponds to a measure of symmetric
stability: qSG = N2

effF
2 − S4. The only difference is the inclusion of the f

term in the vorticity term. Thus, the relative vorticity term ∂2Ψg
∂y2 is replaced

by the absolute vorticity f+ ∂2Ψg
∂y2 . In the next subsection, a short derivation

from (52) to the more general form is shown. We use PV defined in (52)
because it is a clear extension of the quasi-geostrophic form and both SG
and QG PV values are of the same order of magnitude. Typical values are
in the order of 10−4 s−1 given in units of vorticity.

The conservation of qSG in (50) shows that if the atmosphere is initially
symmetrically stable on the whole domain, it will remain stable! Redis-
tribution of qSG by advection only can never result in negative qSG values
on that domain. This is of course based on the assumption that there are
no sources and sinks for qSG on the large scale, meaning that diffussion,
diabatic heating effects, etc are negligible.
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Figure 13 summarizes the set of equations that we have derived for SG
theory. One can compare it with the flow diagram of the QG equations
shown in figure 10 to see the following differences:

- It has now become a coupled system. Once all the variables are derived
from PV, the ageostrophic velocity components are used for calculating
new PV values by the advection equation.

- The PV-inversion equation has become nonlinear.

- The Sawyer-Eliassen equation is still linear, but can only be solved
for symmetric stable conditions (when N2

effF
2 − S4 > 0). Symmetric

stability corresponds to qSG > 0.

- From the conservation of PV, we conclude that if the atmosphere is
initially symmetrically stable, it remains stable for all times.

qQG + f
N2

(
∂2Ψg

∂z2
∂2Ψg

∂y2 −
(
∂2Ψg

∂y∂z

)2
)

= qSG

ug = −∂Ψg

∂y , b = f
∂Ψg

∂z → Q2 = A ∂b
∂y

N2
eff

∂2ψ
∂y2 + 2S2 ∂2ψ

∂y∂z + F 2 ∂
2ψ
∂z2 = 2Q2

va = −∂ψ∂z , wa = ∂ψ
∂y

(52)

(38)

∂qSG

∂t = −Ay ∂qSG

∂y −va
∂qSG

∂y − wa
∂qSG

∂z (50)
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Figure 13 – Overview on the SG set of equations. The parameters within the ovals
are constants. The equations inside the thick black box are used to derive all variables
diagnostically from SGPV-inversion at one timestep. The evolution in time is in the
right direction and is described by the SG advection equation. All changes with
respect to figure 10 are colored in red.
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5.2.1 Other forms of PV

Other PV forms are given here in comparison with qSG. Firstly, the qSG form
N2
effF

2−S4 is more common and used in Hoskins [1982] for example. If the

relative vorticity term −∂ug
∂y is replaced by the absolute vorticity f − ∂ug

∂y ,
the expression for qSG in (51) changes to:

qSG =
f

N2

∂b

∂z
+
(
f − ∂ug

∂y

)
− 1
N2

∂ug
∂y

∂b

∂z
− 1
fN2

(
∂b

∂y

)2

(53)

Which can be rewritten as:

qSG =
1

N2f

[
f2 ∂b

∂z
+N2f2 −N2f

∂ug
∂y
− f ∂ug

∂y

∂b

∂z
−
(
∂b

∂y

)2
]

(54)

With absolute vorticity f included, the terms can be arranged in terms of
N2
eff , F 2 and S2:

qSG =
1

N2f

[(
N2 +

∂b

∂z

)
f

(
f − ∂ug

∂y

)
−
(
∂b

∂y

)2
]

(55)

And finally:

qSG =
1

N2f

[
N2
effF

2 − S4
]

(56)

Apart from the f -plane approximation and a constant scaling factor N2f ,
our definition of qSG given in (52) conforms to the definition of qSG given
above. Typical values of qSG are in the order of 10−12s−4.

We can also make a comparison with the isentropic form of PV (IPV)
(introduced by Reed and Sanders [1953]) given by:

IPV = −g (f + ζθ)
∂θ

∂p
(57)

The IPV is a product of absolute vorticity and static stability. Typical units
of IPV are expressed in PVU where 1 PVU = 10−6 Kkg−1m2s−1. Motions
are constrained to isentropic surfaces in absence of friction and cross-surface
transport by diabatic processes. In that case, IPV is conservative like the
other PV forms. This means that there is a potential for creating vorticity
by changing latitude f or by changing the distance between two isentropic
layers ∂θ

∂p .
A nice application of its use is tropopause folding from an isentropic PV

view. Davies and Rossa [1998] discusses how the high-PV stratospheric air,
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constrained to move along isentropes, meets the lower low-PV tropospheric
air on an isentropic surface. High-PV air is characterized by strong stratifi-
cation ∂θ

∂p . In their view, the intrusion of high-PV air downward is linked to a
large horizontal thermal gradient such that upper-level fronts are identified
as zones of strong IPV gradients on isentropic surfaces. The intensification
of such IPV gradients by deformation fields, defined on isentropic surfaces,
is known as PV-frontogenesis. In the end, this means that the same ap-
proach can be taken (i.e. studying deformation fields on isentropic surfaces)
to understand the evolution of a tropopause fold.

In the Appendix D, it is shown how the hydrostatic form of IPV can be
scaled to the variable q̂, from which the SGPV form in (52) can be derived
again.
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6 Geostrophic coordinates

When applying the semi-geostrophic approximation, we saw that the Sawyer-
Eliassen equation includes a cross partial derivative term and that the PV-
inversion equation even becomes nonlinear. Solving both equations requires
more advanced numerical methods as we shall discuss later on. There is
a way to avoid this by using a different coordinate system, namely the
geostrophic coordinates (X,Y, Z, T ). The SG equations in geostrophic co-
ordinates has been first derived by Eliassen [1962], studied in more detail in
Hoskins and Bretherton [1972] and Hoskins [1975], and has become standard
in many studies of surface and upper air frontogenesis (Ostdiek and Blumen
[1995], Thorpe [1997]) and squall lines (Schubert et al. [1989]). A nice short
overview of SG in terms of PV and the geostrophic coordinates is given in
the tables of Schubert [1985]. Because of its common use, we shall shortly
discuss the theory of geostrophic coordinates here.

The basic idea is that you can rewrite (using va = v − vg) the zonal
momentum equation (34a) as:

vg = v − f−1Dug
Dt

=
Dy

Dt
− Df−1ug

Dt
=

D

Dt

(
y − f−1ug

)
(58)

Now introduce the meridional geostrophic coordinate as DY
Dt = vg, i.e.:

Y ≡ y − f−1ug (59)

Physically, this means that the geostrophic position of a particle Y is like
a ghost position where the particle would be if it was only advected by
geostrophic wind. Advection by the horizontal ageostrophic wind is thus
implicit in this coordinate system making the EOM less nonlinear.

The geostrophic coordinate Y and the absolute momentum Mg are re-
lated through Mg = −fY such that we can interpret Y as surfaces being
parallel to Mg surfaces in real space. It was shown before that the absolute
vorticity is given by −∂Mg

∂y . This means that the distance between two sur-
faces of the absolute momentum |∇Mg|, or equivalently |∇Y |, is a measure
of the relative vorticity. This is shown in figure 14c where at the surface in
the warm sector the relative vorticity is largest.

The advection by ageostrophic winds is not included in the geostrophic
coordinates which means that the frontal slope in normal coordinates is
replaced by a vertical front again in geostrophic coordinates, as shown in
figure 14b. If we transform back to Cartesian coordinates, then the CFC
is wrapped around the isolines of Y or absolute momentum and the CFC

45



is more intense near the surface where relative vorticity is largest, i.e. a
narrower and stronger updraft and more intense surface winds.
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Figure 14 – (a) Ageostrophic motions (indicated by arrows) forming the thermal
direct circulation which tends to restore TWB. The wa gradient along b decreases
∂b
∂y and the ua gradient along Y increases ∂Y

∂z ∝ −
∂ug

∂z . (b) The circulation around

a closed contour in the Y Z plane in a region where Q2 is negative. (c) The same
circulation in the xz plane. The dashed lines are the lines of constant Y which are
close together near the surface indicating a region of large vorticity. Figure is based
on [Hoskins, 1982, Fig.3]

Figure 14 shows how the CFC gets a simpler shape similar to the one in
the QG case. We can derive the transformed SE equation by transforming
(38) to geostrophic coordinates (Y,Z, T ) = (y − f−1ug, z, t). The partial
derivatives can be transformed in the following way:

∂

∂y
=
∂Y

∂y

∣∣∣∣
z

∂

∂Y
+
∂Z

∂y

∣∣∣∣
y

∂

∂Z
(60a)

∂

∂z
=
∂Y

∂z

∣∣∣∣
z

∂

∂Y
+
∂Z

∂z

∣∣∣∣
y

∂

∂Z
(60b)

The four coefficients of the partial derivatives form the Jacobian matrix:[
∂Y
∂y

∂Y
∂z

∂Z
∂y

∂Z
∂z

]
=

[
1− f−1 ∂ug

∂y −f−1 ∂ug
∂z

0 1

]
(61)

The determinant of the Jacobian matrix is the Jacobian J given by:

J ≡ ∂Y

∂y

∂Z

∂z
− ∂Y

∂z

∂Z

∂y
=
∂Y

∂y
= 1− f−1∂ug

∂y
(62)
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such that (60) can be written as:

∂

∂y
= J

∂

∂Y
(63a)

∂

∂z
= −f−1∂ug

∂z

∂

∂Y
+

∂

∂Z
(63b)

Now we can substitute these derivatives in the Sawyer-Eliassen equation,
resulting in:

N2
effJ

∂

∂Y

(
J
∂ψ

∂Y

)
+ 2S2J

∂

∂Y

(
−f−1∂ug

∂z

∂ψ

∂Y
+
∂ψ

∂Z

)
+

F 2

(
−f−1∂ug

∂z

∂

∂Y
+

∂

∂Z

)(
−f−1∂ug

∂z

∂ψ

∂Y
+
∂ψ

∂Z

)
= 2Q2

(64)

Now divide by J and write out the terms:

N2
eff

∂

∂Y

(
J
∂ψ

∂Y

)
− 2S2 ∂

∂Y

(
f−1∂ug

∂z

∂ψ

∂Y

)
+ 2S2 ∂2ψ

∂Y ∂Z
+

F 2

J
f−1∂ug

∂z

∂

∂Y

(
f−1∂ug

∂z

∂ψ

∂Y

)
− F 2

J
f−1∂ug

∂z

∂2ψ

∂Y ∂Z
−

F 2

J

∂

∂Z

(
f−1∂ug

∂z

∂ψ

∂Y

)
+
F 2

J

∂2ψ

∂Z2
=

2Q2

J

(65)

Use the relations F 2/J = f2 and S2 = f
∂ug
∂z to rewrite:

N2
eff

∂

∂Y

(
F 2f−2 ∂ψ

∂Y

)
− (2S2 − S2)

∂

∂Y

(
f−2S2 ∂ψ

∂Y

)
+

∂2ψ

∂Y ∂Z

(
2S2 − S2

)
− f2 ∂

∂Z

(
f−2S2 ∂ψ

∂Y

)
+ f2 ∂

2ψ

∂Z2
=

2Q2

J

(66)

Next, we place the frequency parameters inside the derivatives:

∂

∂Y

(
N2
effF

2f−2 ∂ψ

∂Y

)
−
∂N2

eff

∂Y
F 2f−2 ∂ψ

∂Y
− ∂

∂Y

(
f−2S4 ∂ψ

∂Y

)
+

∂S2

∂Y
f−2S2 ∂ψ

∂Y
+ S2 ∂2ψ

∂Y ∂Z
− S2 ∂2ψ

∂Y ∂Z
− ∂S2

∂Z

∂ψ

∂Y
+ f2 ∂

2ψ

∂Z2
=

2Q2

J

(67)

Here we see that the cross-derivative terms drop out. Moreover, the first
and third term can be combined to:

f−2 ∂

∂Y

[(
N2
effF

2 − S4
) ∂ψ
∂Y

]
+ f2 ∂

2ψ

∂Z2

−
∂N2

eff

∂Y
F 2f−2 ∂ψ

∂Y
+
∂S2

∂Y
f−2S2 ∂ψ

∂Y
− ∂S2

∂Z

∂ψ

∂Y
=

2Q2

J

(68)
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f−2 ∂

∂Y

[(
N2
effF

2 − S4
) ∂ψ
∂Y

]
+ f2 ∂

2ψ

∂Z2

− ∂ψ
∂Y

J
∂N2

eff

∂Y
− ∂ψ

∂Y

[
−f−2

(
f
∂ug
∂z

)
∂

∂Y
+

∂

∂Z

]
S2 =

2Q2

J

(69)

Use (63) to write the derivatives as:

f−2 ∂

∂Y

[(
N2
effF

2 − S4
) ∂ψ
∂Y

]
+ f2 ∂

2ψ

∂Z2

− ∂ψ
∂Y

(
∂N2

eff

∂y
+
∂S2

∂z

)
=

2Q2

J

(70)

Now use N2
eff = N2 + ∂b

∂z and S2 = − ∂b
∂y :

f−2 ∂

∂Y

[(
N2
effF

2 − S4
) ∂ψ
∂Y

]
+ f2 ∂

2ψ

∂Z2

− ∂ψ
∂Y

(
∂2b

∂y∂z
− ∂2b

∂z∂y

)
=

2Q2

J

(71)

Using the definition of qSG in (40), the final equation becomes:

f−2 ∂

∂Y

[
qSG

∂ψ

∂Y

]
+ f2 ∂

2ψ

∂Z2
=

2Q2

J
(72)

In geostrophic coordinates, the SE-equation above has the same form as the
QG equation and is thus easier to solve in absence of the cross-derivative
term.

qSG itself is still given in Cartesian coordinates. We will now transform
it also to geostrophic coordinates. We start by regrouping the terms in (50)
as derivatives of b:

qSG =
f

N2

[
∂b

∂z
− f−1∂ug

∂y

∂b

∂z
− f−2

(
∂b

∂y

)2

− f−1N2∂ug
∂y

]

qSG =
f

N2

[
f−2F 2 ∂b

∂z
− f−2

(
∂b

∂y

)2

− f−1N2∂ug
∂y

]

qSG =
f

N2

[
J
∂b

∂z
+ f−1∂ug

∂z

∂b

∂y

]
− ∂ug

∂y

(73)

where in the last step the replacement f−2F 2 = J is made. Following the
line of Hoskins [1975], we can use the inverse transformation to simplify the
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first term. The inverse transformations are given by the inverse Jacobian
matrix that can be derived from (61):[

J −f−1 ∂ug
∂z

0 1

]−1

=
[

J−1 0
f−1 ∂ug

∂z J
−1 1

]
(74)

such that:
J
∂

∂Y
=

∂

∂y
(75a)

J
∂

∂Z
= f−1∂ug

∂z

∂

∂y
+ J

∂

∂z
(75b)

Now compare (75b) with (73) and use this to simplify the first term of (73).
Transform the second term too using (63a).

qSG = J

[
f

N2

∂b

∂Z
− ∂ug
∂Y

]
(76)

The qSG equation in GC is thus identical to the QG form in Cartesian
coordinates apart from a Jacobian factor. Moreover, the expression has
become linear again.

In a similar way one can check that qSG is conserved too in geostrophic
space, i.e. DqSG

DT = 0 where:

D

DT
=

∂

∂T
+ vg

∂

∂Y
+ w

∂

∂Z
(77)

Horizontal advection by va is implicit as expected. wa may be derived from
the SE equation (72).

Now all ingredients are available for deriving the evolution of a front
using semi-geostrophic theory but with the numerical ease of the quasi-
geostrophic approach. Once all the fields are derived in geostrophic space,
one has to return to physical space using inverse Jacobian transformations.
This is not a trivial calculation. The whole (numerical) procedure is found
in the appendix of Lu et al. [1997].
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Part II

Model
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7 Basic model description

In the second part of the thesis, we will explore the possibilities of both
QG and SG theory in representing the effects of cross-frontal circulation in
the context of a two-dimensional model. The reader can expect a detailed
overview of several aspects of the model under which: (i) the input and the
output, (ii) the algorithm in between, (iii) the numerical techniques that
we used to solve linear and nonlinear equations and (iv) its constraints and
possibilities. This part of the thesis will serve two goals:

Our primary goal is to answer the two research questions, which are:

1. What does the semi-geostrophic approach add to the quasi-geostrophic
approach in the representation of a cross-frontal circulation and a
tropopause fold?

2. Can we simulate a realistic tropopause folding event with a two-dimens-
ional semi-geostrophic model based on stretching deformation?

For that, we will use the results of three model runs starting from simple to
more complex configurations. We also analyzed an interesting case of a very
deep tropopause fold over Europe. The data was taken from the ECMWF
operational data archive, modified and put into the model in order to study
this particular case.

Our secondary goal is to provide the reader the possibility to repeat the
model runs and change parameters, e.g. in order to do a sensitivity analysis.
A technical discussion on how the model works is therefore included. More-
over, the model is structured in a user-friendly way as much as possible. In
the Appendix E, a small tutorial is given. The source code is also included
in the Appendix F and some references to the code are found in the following
chapters. The process of making the program user-friendly is a continuous
process but currently the user may expect to be able to:

(i) change initial settings in the script

(ii) choose from command line: a configuration (initial jet/front system,
initial PV anomaly, imported PV field), a balanced theory (QG or SG)
and choose to include stratosphere component (y or n)

(iii) have insight in the algorithm during a run with errors given for the
most common problems (for example: when negative PV values occur)

(iv) examine the output (from two data files) and visualize the data with
several GNUplot scripts.
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The GNUplot scripts are not given in the Appendix, but can be obtained
by contacting the author.

7.1 Model properties

One can use the three conditions of Hoskins given on the first page of the
introduction to get an idea what we need to get the program running. In
short, this means that the model needs a formulation for (i) the reference
atmosphere, (ii) a set of equations describing a balanced atmosphere and
(iii) the boundary conditions. Only then can the PV-inversion be applied
and other variables be solved globally in the model.

Firstly, we choose a ’constant-N ’ reference atmosphere to describe a
linear increase of potential temperature θ with height in the troposphere.
We choose a value of N = 1.2× 10−2 s−1. More information on our chosen
reference atmosphere is found in the beginning of section 3.

In reality, the static stability increases beyond the tropopause up to
values of around 4N , corresponding to an isothermal reference atmosphere
in the stratosphere. One now has to make an important decision on a
realistic stratosphere model:

In older two-dimensional models (e.g. Hoskins and Bretherton [1972]),
the tropopause was modeled as a discontinuous boundary between the low
PV troposphere and the high PV stratosphere. This requires an additional
dynamic boundary condition for the internal boundary.

It would make physically sense to use a height-dependent value N(z),
representing a reference atmosphere at rest throughout the troposphere and
stratosphere, upon which (PV) perturbations are superpositioned related
to the atmospheric dynamics. However, the numerical techniques are more
complicated compared to a ’constant-N ’ formulation.

Here, we will do it in a different way. We interpret the additional strat-
ification in the stratosphere as a PV perturbation upon the ’constant-N ’
reference atmosphere, defined as q′(z)ts where ts stands for the troposphere-
stratosphere transition. Figure 15 shows the structure of q′ts at t0. This is
done for numerical ease and it is a simpler but good way to represent the
effect of the stratosphere on atmospheric dynamics. We model q′ts using the
following function:

q′ts(z) = N21.5
[
1 + erf

(
z − z0

α

)]
(78)

where the erf function has a range from −1 to 1 centered at z0 and α = 2
km is the associated transition height scale.
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Figure 15 – q′ts (y axis) as a function of height (z axis). q′ts is a stratospheric
anomaly representing additional static stability.

Secondly, upon the reference atmosphere the dynamic PV perturbation,
or q′jet, is placed. The balanced set of equations that we use are the quasi-
geostrophic and semi-geostrophic ones. The initial configurations of q′jet
shall be discussed in the next subsection.

And finally the PV-inversion can be applied when proper boundary con-
ditions are used. We choose a large domain with boundaries far away from
the folding process in the center. Our two-dimensional domain is defined as:

y ∈ [−2500, 2500] km

z ∈ [0, 50] km

In most of the model illustrations, we will zoom in on the domain y ∈
[−2000, 2000] km and z ∈ [0, 20] km. The surface boundary is the only
boundary that will have a large effect on the front evolution and therefore
a time-varying boundary condition is required.

The domain contains 201×201 grid points including all boundaries. This
corresponds to a horizontal resolution of 25 km and a vertical resolution of
0.25 km. Such a high resolution is necessary for a good representation of
a tropopause fold with a typical horizontal scale of 100 km. The disadvan-
tage is that especially for the SG PV-inversion, it can take several hours
to complete an 1-day integration. A coarser grid of 101 × 101 grid points
still gives qualitatively good results and is a good alternative, where 1-day
integrations take no longer than half an hour.

Besides these three conditions, required for PV-inversion, we also include
a deformation field and its associated frontogenetic forcing Q. We choose
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a constant stretching deformation A = −∂vg
∂y = 10−5 s−1 with the axis of

dilatation positioned along y = 0. This value corresponds to an increase in
the cross-frontal wind of 1 ms−1 each 100 km. Near the lateral boundaries,
wind speeds are maximum at 25 ms−1.

All values used in our three model runs are listed in table 3 for reference.
These can be changed in the code lines 110 - 128.

Parameter Name Value
N static stability 1.2× 10−2 s−1

f Coriolis parameter 10−4 s−1

A stretching deformation 10−5 s−1

θ0 surface reference temperature 300 K
z0 tropopause position 10 km
α t.s. transition height scale 2 km

ygrid # horizontal grid points 201
zgrid # vertical grid points 201

domain y Length domain 5000 km
domain z Height domain 50 km

dt time step 300 s
t1 end time 86400 s (1 day)

Table 3 – Value of parameters used in program.
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7.2 Initial jet configurations

(a) Symmetric jet (b) Complex jet

Parameter Value ’sj’ Value ’cj’
Ujet,0 (ms−1) 50 50
y0 (km) 0 0
z0 (km) 10 10
Yscale,1 (km) 500 250
Yscale,2 (km) 500 500
Zscale (km) 6 6

Table 4 – Illustrations and parameters for a symmetric jet (’sj’) and a more complex
jet (’cj’). Illustration: Jet velocities are shown as black contours (each 10 ms−1).
The buoyancy field is visualized using reddish colors for positive buoyancy and blueish
colors for negative buoyancy values. Table: Ujet,0 is the maximum speed at position
(y0, z0). Yscale,1 is the horizontal length scale for y > 0. Similarly, Yscale,2 is the
horizontal length scale for y < 0. Zscale is the vertical length scale.

We will use two initial jet configurations given in table 4. The equation
for Ug(y, z) is found in discretized form in the code lines 624 - 637 and is
given by:

ug(y, z) =


Ujet,0 e

−
„

y−y0
Yscale,1

«2

e
−

“
z−z0
Zscale

”2

if y > y0

Ujet,0 e
−

„
y−y0

Yscale,2

«2

e
−

“
z−z0
Zscale

”2

if y < y0

(79)

Such a wind field should be in thermal wind balance with the buoyancy field.
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The initial buoyancy field is calculated analytically from TWB, ∂b∂y = −f ∂ug∂z :

b(y, z) =


√
πfUjet,0Yscale,1

Z2
scale

(z − z0)erf
(

y−y0

Yscale,1

)
e
−

“
z−z0
Zscale

”2

if y > y0

√
πfUjet,0Yscale,2

Z2
scale

(z − z0)erf
(

y−y0

Yscale,2

)
e
−

“
z−z0
Zscale

”2

if y < y0

(80)

where the erf function appears due to integration with respect to y. It is
found in discretized form in the code lines 639 - 655. The buoyancy difference
between the lateral boundaries is approximately 0.5 ms−2 which corresponds
to a (potential) temperature difference of 15 K.

These two jet configurations presented here are chosen for the following
reason:

’sj’ With this symmetric configuration we wish to do a 1-day integration
with both (i) QG theory and (ii) SG theory in order to study the
differences in the evolution of the tropopause.

’cj’ In this case, only a 1-day model run with SG theory shall be shown
and be compared with the previous jet structure. This structure is
characterized by negative vorticity on the left side of the jet (−∂ug

∂y <
0), but now has a higher positive vorticity on the right side of the jet
(−∂ug

∂y > 0).

This brings us to a total of three model runs of which the results shall be
discussed in chapter 9. Their names are given in table 5.

QGsymjet SGsymjet SGcomjet

Table 5 – Names of the three model runs

Our choices for Yscale,1, Yscale,2 and Zscale determine the initial downward
extension of the dynamic tropopause. When making choices for these initial
parameters, one should keep in mind:

Zscale: the vertical extent of the jet is proportional to the vertical extent of
the fold

Yscale: the horizontal extent of the jet is inversely proportional to the strength
of the fold

The program requires the input of an initial PV field. The next step is
thus to calculate the PV anomaly associated with the jet structures, q′jet, and
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to include the stratospheric PV anomaly, q′ts. The term q′jet is calculated
from the definitions of qQG or qSG depending on the model run, and are
given by the equations (81a) and (81b). It is also shown in the code lines
712 - 761.

qQG =
f

N2

∂b

∂z
− ∂ug

∂y
(81a)

qSG =
f

N2

∂b

∂z
− ∂ug

∂y
− 1
N2

∂ug
∂y

∂b

∂z
− 1
fN2

(
∂b

∂y

)2

(81b)

The total PV field (i.e. the sum of both PV anomalies) for the SG case is
shown in figure 16. It does not differ much from the qQG structure, i.e. the
nonlinear contribution is small (illustrated by the two upper panels of figure
24(a)).

Both panels show that the dynamic tropopause is located above 10 km
on the left side and beneath 10 km on the right side. It is related to a front
in the troposphere and a reversed front in the stratosphere as shown by the
figures in table 4. Around 10 km, the vertical buoyancy gradient (first term
in (81b)) is negative on the left side and positive on the right side resulting
in negative and positive contributions. Moreover, the second term in (81b)
is vorticity which is positive just right of the jet such that the tropopause is
even lower there, forming the beginning of a developing tropopause fold.
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Figure 16 – The same jet configurations as in table 4 with the associated qSG
fields visualized by color-shading with a color scale given on the right. The dynamic
tropopause is indicated by the thick black line having a PV value of 2× 10−4 s−1.

Now that the initial PV fields are prepared, a numerical model is used
to calculate its future development. An overview on the procedure and the
applied numerical techniques shall be given in the next section.
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8 Numerical techniques

8.1 Overview of algorithm

Ψg = N−1
1 (q′)

ug = − ∂Ψg

∂y
, b = f

∂Ψg

∂z
⇒ Q2 = A ∂b

∂y

ψ = N−1
2 (2Q2)

va = −∂ψ
∂z , wa = ∂ψ

∂y

(SOR bc)
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Figure 17 – Schematic overview of the program algorithm. Illustration is similar
to figure 13. It is now given for a general PV perturbation field q′ at timestep
n. q′ can be the quasi-geostrophic or semi-geostrophic PV field. N1 is the PV-
inversion operator and N2 the Sawyer-Eliassen operator. Their forms are shown
in figure 10 resp. figure 13 for the QG resp. SG case. The red terms in the
advection equations are zero in the QG case and nonzero in the SG case. Finally,
the numerical procedures SOR( bc), RK4 and c.d. are abbreviations for Successive
Over-Relaxation (including or excluding relaxation on boundaries), Runge-Kutta 4th
order and centered differences.
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The five numerical steps in the program are schematically displayed in
figure 17). Given an initial PV perturbation field, q′n, the first four steps
(within the thick black box) are from top to bottom: (i) solving the PV-
inversion, (ii) calculating the frontogenetic forcing, (iii) solving the Sawyer-
Eliassen equation and (iv) calculating the ageostrophic velocity components.
Once all variables are determined diagnostically, the dynamic system evolves
by (v) calculating the advection of q′. After that, we calculate all other
variables diagnostically again from q′n+1. We will now go through the five
steps in more detail.

(i) The PV-inversion relations were derived for QG and SG theory and
are given by (33) and (52). The SGPV-inversion contains two additional
nonlinear terms such that the operator N1 is nonlinear too. The numeri-
cal approach therefore involves an additional iteration loop to evaluate the
nonlinear terms as we shall see in the next subsection.

For now, let us focus on the QG case. To solve the linear elliptical equa-
tion we use Successive Over-Relaxation (hereafter SOR). We use a modified
version (named SOR bc) to incorporate boundaries conditions in the itera-
tion process.

The reason for that is because a good representation of ∂Ψg
∂z = b/f (i.e.

buoyancy) on the surface boundary is needed for realistic thermal gradients
above the surface boundary. The same holds for the lateral boundary con-
ditions. Without the condition, ∂Ψg

∂y = −ug, the geostrophic velocity would
be required to go to zero there.

(ii) Once the geostrophic streamfunction Ψg has been derived, the next
step is to derive ug and b which are in TWB by definition. For our two
jet configurations, we checked that the resulting ug field is the same as
defined initially in (79). From the buoyancy field and the given geostrophic
deformation field, the frontogenetic forcing Q2 is calculated.

(iii) & (iv) The second operator N2 corresponds to the Sawyer-Eliassen
equation. It is linear for both QG and SG theory as given by the equations
(28) and (38). In the SG however, the stability parameters N2

eff , F 2 and S2

are neither zero nor constant and have to be determined a priori. We use
SOR again to derive the ageostrophic circulation here. Unlike SOR bc, we
set ψ = 0 on all boundaries and relax on the whole domain excluding the
boundaries.

One important aspect of the operator N2 in the SG case is that it is only
elliptical and solvable when the condition given in (39) is met. Thus, one
should be aware not to choose initial conditions that are ’too extreme’ (e.g.
a strong and very local jet, Ujet,0 = 100 ms−1 and Yscale,2 = 50 km) which
correspond to symmetric instability or, equivalently, negative PV values.
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(v) Once the initial PV field is positive on the whole domain, it remains
positive and symmetric instability will not occur. It is the result of PV
conservation, given for QG and SG case by equations (32) and (50).

In the QG case, only the large scale deformation field advects PV and
the system of equations becomes decoupled. If there would be an error in
the Sawyer-Eliassen equation for example, it would not affect the evolution
of the PV field. In the SG case however, va and wa are included in the
advection (see red lines in figure 17).

For the local time derivative, we use Runge-Kutta 4th order (hereafter
RK4) method and for the spatial derivatives, we use centered differences.
RK4 is an accurate and still a reasonably quick method for calculating new
PV fields on the whole domain. The RK4 method is also applied to the
surface boundary to evaluate the new surface buoyancy, or ∂Ψg

∂z , at every
timestep. This is important. If the surface boundary condition was held
constant in time than that would lead to large differences between the ther-
mal gradients on and above the surface boundary.

Once the new potential vorticity is evaluated, the algorithm repeats it-
self. This goes on until the final time t1 has been reached which is one day
in our model runs. With the timestep being set on 300 s, this corresponds
to a total of 288 loops.

In the next subsections, we discuss both SOR and RK4 techniques in
more detail.

8.2 Successive over-relaxation

In the program we apply the SOR subroutine in various ways. We use two
versions of SOR: (i) One SOR subroutine with constant boundary conditions
on which the solution is set to zero (called SOR4), given in the code lines
1127 - 1173 and (ii) a more complex one where the boundaries are part
of the routine (called SOR5), given in the code lines 1177 - 1244. SOR4
shall be used for solving the linear Sawyer-Eliassen equation in QG and
SG form. SOR5 for solving the linear QGPV-inversion relation and the
nonlinear SGPV-inversion. Thus, we use the SOR method for four different
situations in total. We start by explaining the most basic form and add the
other elements step by step.

The simplest elliptical equation is the QG form of the Sawyer-Eliassen
equation:

N2ψyy + f2ψzz = N2(ψ) = 2Q2 (82)

where N2 is an elliptic operator on ψ.
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We can interpret this equation as a final equilibrium state of the following
partial differential equation:

∂ψ

∂t
= N2(ψ)− 2Q2 (83)

In other words, an initial well-chosen solution relaxes towards the equilib-
rium state (∂ψ∂t = 0) given in (82) for t→∞.

SOR is a good example of a numerical relaxation routine. It uses an
overcorrection ω, implanted in such a way that we anticipate on future cor-
rections towards equilibrium. This results in faster convergence. The theory
behind SOR is based on chapter 19.5 of Press et al. [2005] and explained in
the Appendix C. This overcorrection is shown in discretized form as follows:

ψ
(r)
j,l = ψ

(r−1)
j,l − ωf(ψ(r−1)

j,l ) (84)

where f(ψ(r−1)) consists of both the operator N2(ψ) and the forcing 2Q2.
It is shown in Appendix C, that we can rewrite (84) in a practical form

for numerical purposes, namely:

ψ
(r)
j,l = ψ

(r−1)
j,l − ω

ξj,l
ej,l

(85)

where ξj,l is the so-called residual term. It is similar to the discretized form
of the rhs of (83):

ξj,l = aj,lψj+1,l + bj,lψj−1,l + cj,lψj,l+1 + dj,lψj,l−1 + ej,lψj,l − fj,l (86)

and we see here that the denominator in (85), ej,l, is the coefficient of ψj,l.
The coefficients a, b, c, d, e, f have to be derived in order to calculate the

residual vector and subsequently the value of ψ(r)
j,l . We will derive these now

for each of the four elliptical equations.
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8.2.1 SOR routines
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Figure 18 – Simplest version of SOR: (a) evaluation of ψj,l using information from
five nearby points. (b) no evaluation of ψ1,1, ψ1,2, ... on boundaries (red line) where
ψ = 0

It is illustrated in figure 18 that we only applied the SOR algorithm on the
central domain and not on the boundaries. We applied Dirichlet boundary
conditions, i.e. ψ = 0 on all boundaries.

Now let us take a grid point (j, l) and discretize the QG Sawyer-Eliassen
equation in two steps:

N2

∆y
∂

∂y
(ψj+0.5,l − ψj−0.5,l) +

f2

∆z
∂

∂z
(ψj,l+0.5 − ψj,l−0.5) = 2Q2(j,l) (87)

N2

∆y2
(ψj+1,l − 2ψj,l + ψj−1,l) +

f2

∆z2
(ψj,l+1 − 2ψj,l + ψj,l−1) = 2Q2(j,l) (88)
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We can reorder them in the following way as a linear combination and mul-
tiply by ∆y2:

N2ψj+1,l +N2ψj−1,l + f2β2ψj,l+1 + f2β2ψj,l−1 − 2(N2 + f2β2)ψj,l
= 2∆y2Q2(j,l)

(89)

where β = ∆y
∆z .

It is now possible to determine the coefficients a, b, c, d, e, f given that:

aj,lψj+1,l + bj,lψj−1,l + cj,lψj,l+1 + dj,lψj,l−1 + ej,lψj,l = fj,l (90)

such that the coefficients aj,l, ..., fj,l are given by:

aj,l = N2 (91a)

bj,l = N2 (91b)

cj,l = f2β2 (91c)

dj,l = f2β2 (91d)

ej,l = −2(N2 + f2β2) (91e)

fj,l = 2∆y2Q2(j,l) (91f)

In the quasi-geostrophic case, these are constant in time except for the
forcing Q2(j,l).

The residual vector ξj,l in (86) can now be calculated. In the procedure,
ξj,l will eventually go to zero. The coefficients a, b, c, d, e and the corre-
sponding solution for ψ will converge to the given forcing fj,l. The iteration
process shall be terminated when the norm of ξ, e.g. ||ξ||, becomes smaller
than 10−3||f ||. Or in other words, when the relative error (ξ includes −f
term) becomes smaller than 10−3:

||ξ||
||f ||

< 10−3 (92)

We now summarize the SOR procedure here for the QG Sawyer-Eliassen
equation:

1. Derive the coefficients a, b, c, d, e, f of the elliptical equation (see code
lines 529 - 550). Also calculate these on the boundaries where ψ = 0.

2. Insert a first guess for the ψ field, take ψ values from previous time
step or use initial zero values.
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3. Given these input fields the relaxation process can start. The SOR4
subroutine is called in code lines 1127 - 1173.

4. In the SOR4 subroutine, the norm of the forcing term f is derived
first.

5. Start the iteration, derive new ψ fields from equation (85) every iter-
ation step until ||ξ|| becomes smaller than 10−3||f ||
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Figure 19 – SOR version including discretization of cross-derivative terms: (a) eval-
uation of ψj,l using information from nine nearby points. (b) no evaluation of ψ1,1,
ψ1,2, ... on boundaries (red line) where ψ = 0

We follow the same procedure as in the QG case by deriving the coef-
ficients a, b, c, d, e, f for SOR4. The Sawyer-Eliassen equation is discretized
in the following two steps:

N2
eff(j,l)

∆y
∂

∂y
(ψj+0.5,l − ψj−0.5,l)− 2

S2
j,l

∆z
∂

∂y
(ψj,l+0.5 − ψj,l−0.5) +

F 2
j,l

∆z
∂

∂z
(ψj,l+0.5 − ψj,l−0.5) = 2Q2(j,l)

(93)
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N2
eff(j,l)

∆y2
(ψj+1,l − 2ψj,l + ψj−1,l)−

2
S2
j,l

∆y∆z
(ψj+0.5,l+0.5 − ψj−0.5,l+0.5 − ψj+0.5,l−0.5 + ψj−0.5,l−0.5) +

F 2
j,l

∆z2
(ψj,l+1 − 2ψj,l + ψj,l−1) = 2Q2(j,l)

(94)

Compared to the QG case, we see two new elements here, namely: (i) the co-
efficients (containing Neff , F

2, S2) are no longer constant, but vary in space
and (ii) the discretized form of the cross-derivative term requires information
from 4 additional grid points (×-shaped) as shown in figure 19.

However, no information is available halfway between the grid points.
Therefore, we extend the ×-shape and use information from ψj+1,l+1,
ψj−1,l+1, ψj−1,l−1 and ψj+1,l−1 instead such that (94) becomes:

N2
eff(j,l)

∆y2
(ψj+1,l − 2ψj,l + ψj−1,l)−

2
S2
j,l

4∆y∆z
(ψj+1,l+1 − ψj−1,l+1 − ψj+1,l−1 + ψj−1,l−1) +

F 2
j,l

∆z2
(ψj,l+1 − 2ψj,l + ψj,l−1) = 2Q2(j,l)

(95)

and multiply by ∆y2:

N2
eff(j,l)ψj+1,l +N2

eff(j,l)ψj−1,l−
1
2
S2
j,lβ (ψj+1,l+1 − ψj−1,l+1 − ψj+1,l−1 + ψj−1,l−1) +

F 2
j,lβ

2ψj,l+1 + F 2
j,lβ

2ψj,l−1 − 2(N2
eff(j,l) + F 2

j,lβ
2)ψj,l = 2∆y2Q2(j,l)

(96)

And finally, the coefficients for the SOR4 subroutine become:

aj,l = N2
eff(j,l) (97a)

bj,l = N2
eff(j,l) (97b)

cj,l = F 2
j,lβ

2 (97c)

dj,l = F 2
j,lβ

2 (97d)

ej,l = −2(N2
eff(j,l) + F 2

j,lβ
2) (97e)

fj,l = 2∆y2Q2(j,l) (97f)
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gj,l = −1
2
S2
j,lβ (97g)

where we introduce a new coefficient gj,l of the variables ψj+1,l+1, −ψj−1,l+1,
−ψj+1,l−1 and ψj−1,l−1, forming the discretized form of the cross-derivative
term.

The same steps in the iteration procedure summarized in QG case can
be taken where we should note that the residual vector is now given by:

ξj,l = aj,lψj+1,l + bj,lψj−1,l + cj,lψj,l+1 + dj,lψj,l−1 + ej,lψj,l − fj,l
+gj,l(ψj+1,l+1 − ψj+1,l−1 − ψj−1,l+1 + ψj−1,l−1)

(98)

If we set gj,l to zero and take constant values N and f for Neff and F 2

we end up with the QG case again. Therefore, both QG and SG forms of
the Sawyer-Eliassen equation use the same SOR4 subroutine.
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Figure 20 – SOR version including evaluation on boundaries: (a) evaluation of ψj,l
using information from five nearby points. (b) grid points ψ1,1, ψ1,2, ... on boundaries
(red line) are included in SOR iteration process.
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The elliptical equation that has to be solved for QGPV-inversion shows
large similarities with the QG Sawyer-Eliassen equation. The discretization
of the QGPV-inversion is performed in the same way (with almost similar
coefficients) and will not be shown here. The only additional numerical prob-
lem is the evaluation at the boundaries which is crucial for performing the
PV-inversion. Therefore, we shall discretize the QGPV-inversion equation
for two grid points on the boundary and solve for ψ1,2 and ψ2,1 illustrated
in figure 20.

We start with the discretization in two steps for ψ1,2:

f2

N2∆z
∂

∂z
(ψj,l+0.5 − ψj,l−0.5) +

1
0.5∆y

∂

∂y
(ψj+0.5,l − ψj,l) = qQG(j,l) (99)

f2

N2∆z2
(ψj,l+1 −2ψj,l + ψj,l−1) +

1
0.5∆y2

(
ψj+1,l − ψj,l −∆y

∂ψj,l
∂y

∣∣∣∣
j=1

)
= qQG(j,l)

(100)

We see that additional information is needed on the lateral boundary, namely
∂ψj,l
∂y |j=1 = −ug. This may be set to zero for some jet configurations. But

when the boundary’s influence is large (e.g. smaller domain), one should
use an appropriate value for ug at the lateral boundary at all times.

The importance of the surface boundary, on the other hand, is large at
all times. We can derive the discretized form at ψ2,1 in a similar way:

f2

0.5N2∆z2
(ψj,l+1 − ψj,l −∆z

∂ψj,l
∂z

∣∣∣∣
l=1

)+

1
∆y2

(ψj+1,l − 2ψj,l + ψj−1,l) = qQG(j,l)

(101)

The input of ∂ψj,l
∂z |l=1 = b/f is required this time, i.e. the input of buoyancy

values on the surface. From observations, one could import the 2 meter
temperature for example.

The boundary constraints are now set and we can calculate the coeffi-
cients a, b, c, d, e, f again on the surface boundary. First, we multiple (101)
by N2∆y and reorder afterward:

2f2β2 (ψj,l+1 − ψj,l −∆z
∂ψj,l
∂z

∣∣∣∣
l=1

)+

N2 (ψj+1,l − 2ψj,l + ψj−1,l) = ∆y2N2qQG(j,l)

(102)
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N2ψj+1,l +N2ψj−1,l + 2f2β2ψj,l+1 − 2(N2 + f2β2) =

∆y2N2qQG(j,l) + 2f2β2∆z
∂ψj,l
∂z

∣∣∣∣
l=1

(103)

The coefficients on the surface boundary are given by:

aj,1 = N2 (104a)

bj,1 = N2 (104b)

cj,1 = 2f2β2 (104c)

dj,1 = 0 (104d)

ej,1 = −2(N2 + f2β2) (104e)

fj,1 = ∆y2N2qQG(j,1) + 2f2β2∆z
∂ψj,l
∂z

∣∣∣∣
l=1

(104f)

gj,1 = 0 (104g)

Coefficient dj,1 corresponds to a grid point below the surface boundary
and is zero as one would expect. Also, a factor 2 has been included in cj,1.
Finally, the surface buoyancy can be interpreted as additional forcing along
with PV.

These coefficients can also be calculated for other boundaries (and in
the corners) and these are given in the code lines 374 - 445. After that, the
SOR5 subroutine is called which is given in code lines 1177 - 1244. SOR5
includes the boundaries in the iteration process.
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SGPV-inversion
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Figure 21 – SOR version including evaluation on boundaries and cross-derivative
terms: (a) evaluation of ψj,l using information from nine nearby points. (b) grid
points ψ1,1, ψ1,2, ... on boundaries (red line) are included in SOR iteration process.

The SGPV-inversion equation is the most complex elliptical equation to
solve with SOR because it contains two additional nonlinear terms. One
of them contains a cross-derivative and we know from our discussion above
that we need information on φ from the center + 8 surrounding grid points.
Moreover, this means that at the boundaries information from 6 grid points
is needed as shown in figure 21.

The SGPV-inversion equation contains two nonlinear terms. Therefore,
an additional iteration process is required to evaluate the nonlinear terms.
This is illustrated by the thick black box in figure 22.
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(I) Ψ(1)
g = N−1

1,lin.(q
′) (SOR5)

(II) Ψ(s)
g = Ψ(s−1)

g +m(Ψ(s)
g −Ψ(s−1)

g )

(III) Ψ(s)
g = N−1

1,lin.

(
qSG − fnlin.(Ψ
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g )

)
(SOR5)
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IF (qSG)IF (qQG)

qQG, qSG

Ψg after s iterations

IF

(
||Ψ(s)

g −Ψ
(s−1)
g ||

||Ψ(s−1)
g ||

< error
)

s = s+ 1

Figure 22 – Subroutine SOR5 is only called once for QGPV-inversion to estimate the
final Ψg. For the nonlinear SGPV-inversion, the SOR procedure is called s times in
an additional iteration loop in order to derive the nonlinear terms. This is illustrated
inside the thick black box where the red arrows visualize the additional iteration
loop. fnlin.(Ψ

(s−1)
g ) is a function of the nonlinear terms which represents additional

’forcing’. The procedure inside the thick box is based on the method discussed in
Verkley [2001]

The procedure shall now be discussed in more detail. For SGPV-inversion,
the following steps are taken:

1. In box (I) of figure 22, we insert the qSG field and initially set the
nonlinear terms to zero. The operator N1 is therefore linear and is
similar to the QGPV-inversion. The coefficients a, b, c, d, e, f, g can be
derived and inserted into the SOR5 subroutine to calculate the initial
Ψ(1)
g field.
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2. We now start the additional iteration loop inside the thick black box
corresponding to the subroutine described in the code lines 308 - 372.
The initial Ψ(1)

g field provides a first guess field for Ψ(s−1)
g in the non-

linear terms in (III). The two nonlinear terms are now on the rhs and
may be interpreted as additional forcing terms. Now we can calculate
the new Ψ(2)

g field again by using the SOR5 subroutine.

3. The next step is crucial. If the nonlinear terms are too large com-
pared with qSG, Ψ(2)

g will differ significantly from the initial Ψ(1)
g field.

Therefore, we use a correction parameter m in order to reduce the
influence of the Ψ(2)

g −Ψ(1)
g difference. If m = 1, no correction on Ψ(2)

g

is done. If m = 0, Ψg will not change at all by ’nonlinear forcing’.
By testing, we have chosen m = 0.8 as the optimal value where Ψg

converges most quickly to the true Ψg field.

4. After the m correction, we go to the next iteration step s = s + 1
with the corrected ’nonlinear forcing’. The iteration loop continues
until the relative error in Ψ(s)

g becomes smaller than the relative error
specified by the user. We use err = 10−4.

The whole nonlinear process can be summarized to Ψg = N−1
1,SG(q′SG) as

given in figure 17, where N1,SG is the nonlinear operator in the SG case.
It is not completely understood under what conditions convergence oc-

curs or not. In general, negative values for qSG + f results in exponential
growth instead of a solution for Ψg. We saw in paragraph 5.2.1 that qSG+f
corresponds to symmetric instability apart from a constant term. Thus,
the SGPV-inversion does not work in general when areas of symmetric in-
stability are located in the domain. However, under some circumstances it
did converge (local symmetrically unstable areas seems to be tolerated) and
more strangely, under some stable circumstances it did not. More investiga-
tion is required on the procedure with respect to the nonlinear component.
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8.3 Runge-Kutta 4th order

PV-conservation

∂q′

∂t
= −vg

∂q′

∂y
− va

∂q′

∂y
− wa

∂q′

∂z
= f(q′(t))

The PV conservation equation above illustrates that the q′ changes lo-
cally in time by advection. In the QG case, only geostrophic advection by
vg is considered. Additional advection by the ageostrophic components is
included in the SG case. We use centered differences in order to represent
the spatial derivatives, i.e.:

∂q′

∂y
≈
q′j+1,l − q′j−1,l

2∆y
,

∂q′

∂z
≈
q′j,l+1 − q′j,l−1

2∆z
(105)

The simplest way to discretize the time-derivative is to use forward Euler.
In combination with (105), this is called the Forward-Time-Centered-Space
or FTCS method given by:

q′n+1
j,l =q′nj,l −∆t

[
vg(j,l)

q′j+1,l − q′j−1,l

2∆y

+va(j,l)

q′j+1,l − q′j−1,l

2∆y
+ wa(j,l)

q′j,l+1 − q′j,l−1

2∆z

] (106)

This method is numerically unstable and seldomly used in practice.
The Runge-Kutta 4th order (hereafter RK4) method is based on a better

representation of the local time-derivative. We use figure 23 to illustrate the
basic idea behind RK4, namely that it is an extension of the simple forward
Euler method (first-order) and the Midpoint method (second-order).

The black line in the figure represents a ’true’ solution of a PV anomaly q′

in time at a certain grid point (for example, just under a downward extending
tropopause fold). It is an arbitrary curve drawn inside the domain. The red,
blue and black dots at t1 represent solutions from the Euler, Midpoint and
RK4 method of which the latter is closest to the true solution. The green
and yellow dots at t1 are the third and fourth steps in order to derive the
RK4 solution. All these solutions are determined graphically by drawing
tangent lines to the black curve at several positions. It is a rough but quick
way to illustrate the basic idea of the RK4 method.
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Figure 23 – Graphical representation of the Runge-Kutta 4th order method. The
thick black line represents the ’true’ value of q′ as function of time t. The graphically
estimated solution for q′(t1) of the RK4 method (black dot) is the result of four
steps represented in the colors red, blue, green and yellow. Every next step uses
information from the previous step. Graph is based on the graph in McMillan [2011].

The RK4 procedure is given by:

k1 = ∆tf(q′(t0)) (107a)

k2 = ∆tf(q′(t0) +
1
2
k1) (107b)

k3 = ∆tf(q′(t0) +
1
2
k2) (107c)

k4 = ∆tf(q′(t0) + k3) (107d)

which are combined in the following way to derive the new q′(t1):

q′(t1) = q′(t0) +
1
6

(k1 + 2k2 + 2k3 + k4) (108)

which is also found in the code lines 1251 - 1288
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The function f(q′(t)) corresponds to the rhs of the PV conservation
equation representing (a)geostrophic advection. We can write the PV con-
servation equation shortly as:

∂q′

∂t
= f(q′(t)) (109)

Thus, the tangent to the function (black line) in figure 23 equals the value
of advection term f(q′(t)) and is known at t0.

Let us now go through these four steps, starting with k1. If we would
only use k1 the result would be the simplest time integration scheme, namely
Euler’s method.

Euler

∂q′

∂t
= f(q′(t0))

Only k1 is used in the forward Euler method, meaning that we simply
use the tangent of the function at t0 to calculate the new q′ field at t1. At
t1, the method will use the new tangent at q′(t1) to calculate q′(t2) and
so on. But the discrepancy has already become large at t1. Shorter time
steps ∆t would result in better results. However, Euler’s method is only
first-order and requires very short time scales. Moreover, it is vulnerable to
numerical instabilities. Hence, forward Euler in combination with centered
spatial differences (FTCS method) is seldomly used in practice.

Midpoint

∂q′

∂t
= f(q′(t0) + 1/2k1)

The Midpoint method is based on the idea that, analogous to spatial
coordinates, one can apply a centered time difference estimate instead of
forward time difference which makes it a second-order method.

∂q′

∂t

∣∣∣∣
t0+1/2∆t

=
q′(t1)− q′(t0)

∆t
(110)
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The discretized PV conservation equation now becomes:

q′(t1) = q′(t0) + ∆tf(q′(t0 + 1/2∆t)) (111)

However, we do not have information on f(q′) at a half timestep beyond
t0. Our best guess to estimate f(q′) would be to use Euler’s method. This
means that we can guess q′(t0 + ∆t) by:

q′(t0 + ∆t) ≈︸︷︷︸
Euler

q′(t0) + 1/2k1 (112)

were k1 is the change in q′ according to Euler’s method.
As a result, equation (111) becomes:

q′(t1) = q′(t0) + ∆tf(q′(t0) + 1/2k1)︸ ︷︷ ︸
k2

(113)

in which we recognize the k2 term.
This is illustrated in figure 23 by the red line crossing the dashed line

at t0 + ∆t. The corresponding increase in q′, or 1/2k1 is indicated by the
nearby red dot. The tangent of q′ at the red dot shall be used as the new
slope for the Midpoint method which is indicated by the blue line. By using
Euler’s method up to halfway, the Midpoint method has become a better
way to estimate q′(t1)! Moreover, it is numerically stable in contrast with
Euler.

Runge-Kutta 4th order

∂q′

∂t
=

1
6

(k1 + 2k2 + 2k3 + k4)

The idea of using simpler lower-order methods to guess q′ at times beyond
t0 is interesting and can be applied several times. The Runge-Kutta methods
are based on that idea and in our RK4 routine it is applied four times.

We can use the same expression as in (111) but now use the Midpoint
method instead of Euler’s method to guess the value of q′ at t0 + ∆t. This
results in an expression for k3. In the last step we use information from the
third step at t1 instead in order to derive k4.

These contributions from k1 to k4 are properly weighted in the final
expression given in (108). In figure 23 the result is indicated by the black
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Method z-coordinate at t1
True q’(t) 32.9

Euler 19.5
Midpoint 28.2

RK4 33.7

Table 6 – Comparison of three numerical methods. The values are the z-coordinates
of the colored dots at t1 in figure 23. These are estimated graphically by drawing
tangent lines to the ’true’ black curve at every step in the RK4 method.

dot at t1. It is positioned closest to the true solution. The corresponding
z-coordinates from the figure are given in table 6 and give an indication of
the accuracy of the three methods.

We have discussed how the RK4 routine works for deriving the evolution
of a PV anomaly as given by the code lines 1251 - 1288. The same discussion
holds for the RK4 routine applied only on the surface boundary. The code
lines 1291 - 1328 describe the routine in a similar way. The function f(∂Ψg

∂z )
now represents the advection of buoyancy by vg (QG case) plus va (SG case)
on the surface.

8.3.1 Remarks

We use RK4 for the advection equation because it is an accurate method,
requires relatively little computation time and does not include numerical
diffusion. However, two remarks must be given for our use of RK4 in the
SG case.

Firstly, one should be aware of the fact that q′SG(t1) might be slightly
underestimated with respect to the ’true’ solution. We experienced for areas
in our domain where q′SG � 1 that this could result in negative q′SG values
after a few hours. Negative q′SG values results in problems with the PV-
inversion. It causes the SOR routine to diverge and the program may become
unstable. After applying RK4, we set q′SG to zero wherever q′SG has become
negative to fix this problem.

Secondly, we only apply RK4 routine on the jet PV anomaly q′jet (see
code lines 1251 - 1288). We assume the stratospheric anomaly to be constant
in time, such that it remains a function of height only, i.e. q′ts(z). We then
apply SOR bc to solve the SGPV-inversion on both PV anomalies separately
after calculating the advection of q′jet. This results in a total buoyancy and
geostrophic velocity field, including the time-independent bts(z) implicitly.

In other words, we only consider the evolution of q′jet which evolves by
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its own CFC! But bts(z) does play an indirect role on the dynamics. The ad-
ditional stratification in the stratosphere reduces the strength of the strato-
spheric CFC. The CFC in the troposphere is stronger than the stratospheric
CFC and is responsible for tropopause folding.

It would be better to include the advection of the stratospheric PV
anomaly q′ts. In that case, q′ts(z) would evolve in time too and would be-
come part of our dynamical system. This would pose us with an interesting
nonlinear attribution problem (note: only in the SG case). We shall discuss
here shortly the nonlinear interaction between q′ts and q′jet in time, which is
not included in our program.

Assume that the RK4 routine also includes advection of q′ts(z). To illus-
trate the nonlinear interaction between both PV anomalies, imagine that:

(i) The ageostrophic circulation attributable to q′jet would initially deform
the troposphere-stratosphere transition, q′ts(z), too.

(ii) This creates a wave-like disturbance in the stratospheric PV compo-
nent, hence q′ts(y, z) becomes dependent on y.

(iii) The horizontal deformation field compresses the wave-like pattern of
q′ts in the cross-front direction.

(iv) A part of the frontogenetic forcing is now attributable to the defor-
mation of q′ts. As a result, ’another’ ageostrophic velocity field has to
compensate for this.

(v) In other words: we now have an ageostrophic field which is partly
attributable to q′ts and partly attributable to q′jet. Returning to (i),
both ageostrophic circulations will advect both PV anomalies simul-
taneously.

In time, which part of the ageostrophic circulation is attributable to q′ts and
which part is attributable to q′jet? The attribution problem has been studied
extensively by Thorpe [1997] diagnostically.

Is it possible to advect the whole PV field in time and perform the
SGPV-inversion on the whole newly derived PV field? Why not avoiding
the attribution problem? It is possible, but recall that the SGPV-inversion
is a nonlinear elliptical equation. For that reason, SGPV-inversion has to
be applied on both PV anomalies separately in order to derive the proper
balanced ug and b fields. Hence, the advection of both PV anomalies (by the
nonlinear interacting CFC components) should ideally be derived separately
with the RK4 method. We simplify here by considering the advection of q′jet
only.
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Part III

Results
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9 Idealized model runs

The results of the three idealized models runs (QGsymjet, SGsymjet, SGcomjet)
shall be shown here. We first compare the QG results with the SG results for
a symmetric jet. After that we focus on the differences between a symmetric
and a more complex asymmetric jet based on SG theory.

9.1 QG versus SG
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(a) Initial (QGsymjet)
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(c) +24 hours (QGsymjet)
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Figure 24 – Comparison between QGsymjet (left) and SGsymjet (right) model runs.
The colored background is the PV field (in 10−4 s−2) where the dynamic tropopause
is indicated by the thick black line with a value of 2 × 10−4 s−2. The jet stream
ug is indicated by solid green lines for positive values and dashed green contours for
negative contours (each 10 ms−1)

We start by comparing the evolution of the PV field and the associated
jet stream in figure 24. At initial time, the PV fields already differ. The
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equations for qQG and qSG are different as shown in (81). The tropopause
has a wave-like shape in the QG case. The two additional nonlinear terms
in qSG add up to a tropopause having a downward extension only. But after
PV-inversion, it results in the same jet stream configuration (green contours
in figure 24).

After 1 day in the QGsymjet run, both the PV field and the jet stream
remain symmetric. Both structures are only compressed by the geostrophic
deformation field. The jet stream is weakened by the deformation field on
both sides. This is partly compensated by the existence of the CFC which
has an accelerating effect on ug, due to the Coriolis force on va. Near
the surface, the same CFC adjustment results in negative velocities for ug.
The overall vertical wind shear has increased during time-integration but
has become more local. Therefore, the thermal gradient has also increased
locally (TWB).

The SG results after 1 day show additional deformation of the jet, be-
cause advection by the CFC is now included. The jet core moves northward,
while on the surface the jet minimum moves southward. The frontal zone
develops a more realistic slope. We see an increase of vorticity north of the
jet core, as predicted in the introduction of chapter 5, and this contributes
to the strength of the PV anomaly. The evolution of the symmetric jet
actually motivated us to do a model run starting from an asymmetric jet
configuration.

Figure 25 shows the corresponding cross-frontal circulations. The largest
difference in wa is found in the stratosphere. The results of QG theory show
unrealistic strong vertical velocities in a strongly stratified area. We can
explain this by our PV anomaly interpretation of the additional stratification
in the stratosphere. It is not included in the QG form of the Sawyer-Eliassen
equation (28), where a constant N2 term is used instead. But N2 is replaced
by N2

eff in the SG form of the Sawyer-Eliassen equation (38), thus including
the additional stratification. Therefore, the vertical velocity field reduces to
more realistic values.

The vertical velocity field is initially stronger in the SG case than in the
QG case. That is due to the additional convergence of the va in the warm
sector, which can be interpreted as an additional frontogenetic forcing. The
convergence also explains why the updraft is stronger than the downdraft.
According to the continuity equation, horizontal convergence is related to
an increase of wa with height.

In time, we see that the CFC remains steady in the troposphere of the
QG model run. It becomes weaker for the SG model run. We expected a
stronger CFC instead of a weakening. A sensitivity analysis on several model
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(c) +24 hours (QGsymjet)
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Figure 25 – Comparison between QGsymjet (left) and SGsymjet (right) model runs.
The dynamic tropopause is similarly defined as in fig. 24. The purple arrows illustrate
the cross-frontal circulation. Red contours are used for positive vertical velocities and
blue contours for negative vertical velocities (each 0.5 cm s−1).

parameters was performed in order to investigate the CFC weakening. We
observed that the CFC became stronger in time when:

- The horizontal scale length of the jet (Yscale) was set to larger values
such that the horizontal scale of the frontogenetic forcing becomes
larger too. A broader jet structure is not realistic though.

- A more realistic stretching deformation field was introduced, where A
is larger in the center of the domain and remains 10−5 on the outskirts.
This directly resulted in a larger frontogenetic forcing in the center and
thus a stronger CFC.

The analysis showed that the sensitive interplay between the scale and the
strength of frontogenetic forcing determines whether the CFC will weaken
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or strengthen in time. The initial model parameters determine which of the
two effects dominates.

9.2 Symmetric jet versus complex jet
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Figure 26 – Comparison between SGsymjet (left) and SGcomjet (right) model runs.
PV colors and ug contours are similar to fig. 24

In the complex jet configuration, we start with a jet shape similar to the
symmetric jet after 24h of integration. Figure 26 shows that this corresponds
to a higher initial vorticity on the north side of the jet (indicated by the
higher PV values or by the separation between isotachs).

Our simple formulation (code lines 624 - 637) has the disadvantage that it
introduces a discontinuity in the center at y0. The effect on the tropopause
evolution is negligible, but for smaller values of Yscale,1 the discontinuity
could result in numerical instability. An upgrade on the formulation with
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the use of the continuous erf function (which we also just for troposphere-
stratosphere transition) would solve this problem.

The model run SGcomjet shows a deeper tropopause fold after one day.
Its shape is sharper and the dynamic tropopause even starts to fold under
tropospheric air. Isolines of lower PV values around (1 − 1.5) × 10−4 s−2

show an even deeper and more characteristic folding structure (yellowish
area under dynamic tropopause in fig. 26).
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Figure 27 – Comparison between SGsymjet (left) and SGcomjet (right) model runs.
Cross-frontal circulation represented by arrows and contours similar to fig. 25

The initial vertical velocity field, shown in figure 27, also becomes more
characteristic for a tropopause fold. The downward velocities are stronger
than in the SGsymjet run and the upward velocities are slightly weaker.

Unfortunately, the same weakening of the CFC is observed over time (at
an even faster rate). We believe that a stronger local deformation field may
counteract the CFC weakening.
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With the use of three idealized model runs, we examined the evolution
of an initial PV anomaly in this section. We saw that QG theory is not able
to transport stratospheric air downward. SG theory applied to a simple jet
can do that, but does not immediately result in realistic folding structures.
A more realistic tropopause fold is related to an asymmetric jet deformed
by a well-developed cross-frontal circulation. Such a circulation requires a
reconsideration of our simple constant deformation field. These foundings
will be useful in the interpretation of the case-study results in the next
section.
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10 Case-study

During our research the focus shifted from surface frontogenesis to frontoge-
nesis near the tropopause and the initiation of tropopause folds. Therefore,
we have chosen to study a case of a deep tropopause fold over Europe and
Northern Africa in detail.

The goal of this case-study is to elaborate on the model run results in
the previous chapter. We repeat our research questions here, but we apply
them on our chosen case:

1. What are the differences between QG and SG PV-inversion applied on
an observed PV field?

2. What is the contribution from stretching deformation in the evolution
of a tropopause fold?

We will investigate this in two steps. First, we apply PV-inversion (both QG
and SG) to calculate the vertical velocity field with our model and compare
these with observations. Second, we simulate the evolution of a tropopause
fold with our two-dimensional SGPV-inversion model.

10.1 The Algerian flood

Figure 28 – Consequences of a rapidly formed meso-scale cyclone (≈ 100km) on the
9th and 10th of November 2001. Left: Devastation in Algeria caused by flooding
rains and land slides. Right: Measured (white numbers) and simulated (color scale)
total accumulating storm rainfall (in mm) along the North African coast. Simulation
carried out by Tripoli et al. [2005].

The case-study is about the rapid formation of a meso-scale cyclone near
the coast of Algeria on the 9th and 10th of November 2001. It caused severe
weather in the Mediterranean Sea, especially in Algeria near the city of
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Algiers. Excessive convective rainfall was measured and up to 300 mm rain
fell within 48 hours, as shown in figure 28(b). These were the highest flood
records since the beginning of measurements in 1908. It led to land slides
on several locations and the consequences were devastating.

A detailed study on this case was carried out by Tripoli et al. [2005]. It
took several years to collect and understand all the ingredients that caused
this local severe weather. In their article, the ingredients are considered on
both synoptic scale and meso-scale on the 9th and 10th of November. We
focus here on the synoptic settings which will be described in terms of PV.

The rapid formation of the meso-cyclone above Algeria was related to an
amplifying upper-troposphere PV anomaly coming down from Europe which
coupled with the surface PV anomaly attributable to the strong surface
heating above the dry African soil. This is visualized in figure 29(b) by the
small updraft trajectory. It is related to deep moist convection developing
right under the downward folding PV anomaly on the 10th of November.

Figure 29 – Left: 5 PVU PV anomaly below 8 km crossing the whole of Europe and
coupling with a Cu updraft above Algeria indicated by the red star. Surface pressure
is shown by the white isolines. Right: Coupling of upper level 1.5 PVU PV anomaly
with the updraft zone ahead, shown in 3D. Simulation from Tripoli et al. [2005].

We can understand this coupling event by examining the presence of the
three most important ingredients for triggering severe convective storms: (i)
moist, (ii) potential instability and (iii) a source of lift (van Delden [2001]).

Moist was brought into Algeria from the Mediterranean Sea by a low-
level northeasterly jet. In combination with strong surface heating, it led to
high equivalent potential temperatures in the boundary-layer, a first sign of
potential instability.

The potential instability increased when cold air was being advected
into the upper-troposphere over Algeria at the same time. An amplifying
upper-level PV anomaly was responsible for that. Figure 29(a) shows how
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unusually strong the PV anomaly was on the 10th of November.
Only a source of lift was needed to release the enormous amount of built-

up potential energy. The combination of the Atlas mountains near the coast
and the uplifting branch of the CFC in front of the approaching PV anomaly
was enough to trigger deep moist convection (Tripoli et al. [2005]).

The formation of these initial storms in the updraft zones was the final
step towards a coupling of both PV anomalies. After the coupling, their sim-
ulation showed that the surface vorticity increased very rapidly resulting in
the surface meso-cyclone that led to excessive convective rainfall continuing
on the 10th of November.

It is clear that in such situations the role of upper-level PV anomalies
can be crucial for the severness and duration of surface weather. The con-
servative nature of PV anomalies makes it a promising predictor of upper-
level atmospheric conditions. Here, we will focus on the development of the
tropopause fold over Europe and study its relation with frontogenesis.

10.2 Observations

The figures in this subsection are directly obtained or calculated from data
of the ECMWF operational data archive. From the year 2000 onwards, it
also includes potential vorticity fields on pressure levels. Four PV fields are
shown on a 300 hPa pressure level in figure 30, spanning a period of three
days from the 9th until the 11th of November. The horizontal resolution is
0.25 degrees in both longitudal and meridional direction for all figures.

On the 9th of November 00 UTC, we see a large area over western Europe
where the dynamic tropopause has descended beyond 300 hPa. These are
called Coherent Tropopause Disturbance or CTDs by some authors (Don-
nadille et al. [2001]). The jet stream attributable to the PV anomaly is
meandering from UK to Spain and back to Italy along the borders of the
PV anomaly. The jet stream separates the southward moving cold air from
the warm plumes moving northward over Ireland and Italy.

The anomaly has been expanding in southward direction for 18 hours.
It retains an approximately two-dimensional structure. Variations in the
southwest-northeast direction remain small compared to variations in the
southeast-northwest direction. In some areas, the colors are darker hinting
that PV is also extending towards the surface. This is an ideal configuration
to examine with a two-dimensional model.

An important development is shown on the next day, the 10th of Novem-
ber, when the PV anomaly starts to curl over the Mediterranean Sea. It is an
interesting area where the curvature effect results in additional convergence
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(a) 9-11-2001 00 UTC (b) 9-11-2001 18 UTC

(c) 10-11-2001 06 UTC (d) 11-11-2001 00 UTC

Figure 30 – PV anomaly over Europe with Ertel’s PV contours (each 1 PVU) on
a 300 hPa pressure surface at the four given time steps. The red line over France
corresponds to the position of the cross-section shown in figure 31. The data is from
the ECMWF operational data archive.

resulting in larger vertical velocities. It is related to a developing strong
jet streak over Spain and a favorable place for a very deep tropopause fold.
But it is also a more complex three-dimensional structure not suitable for
our model. We will examine the evolution of the PV anomaly over France
where the structure remains two-dimensional.

In the last figure, corresponding to the 11th of November, we see that
the anomaly is loosely connected to the main structure in the north at 300
hPa. We note that there is no real separation yet, which we can explain
by the conservation principle of PV on isentropic surfaces. In the vertical
direction, the anomaly is now coupled to the surface anomaly resulting in
rapid cyclogenesis near the surface.
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10.2.1 Cross-sections

We applied our model over France where the PV anomaly has an approx-
imately two-dimensional structure. Figure 30 shows that the anomaly is
stretched in the northeast-southwest direction and compressed in the per-
pendicular direction. We consider a cross-section along the axis of contrac-
tion to examine the vertical development.

The cross-section is divided into 201 horizontal segments to simplify data
input in our model. Horizontal interpolation is applied to estimate the new
value for every cross-section point using the values at four nearby ECMWF
grid points. In the vertical direction, we use information from 21 pressure
levels of which the following in the troposphere: 200, 250, 300, 400, 500,
700, 850, 925, 1000 hPa. These levels are used for vertical interpolation to
z-coordinates (height above mean sea level). The vertical scale is divided
into 177 segments, up to the limit 40 km with a resolution of 250 m like in
our model. The result is shown in figure 31 for z ∈ [0, 20] km and y is made
dimensionless from 0 to 1. The total horizontal distance is approximately
3300 km.

The cross-sections show the initial PV anomaly on the 9th of November
again. Over time, it gradually becomes thinner by confluence. Another
interesting aspect are the two downward extensions near the edges of the
PV anomaly. In that sense, it shows many similarities with the very deep
tropopause fold case in Donnadille et al. [2001]. In panels (d) and (e) of
figure 31, the structure is, what some would call, a double fold structure.

In their and our case-studies, we see that the true tropopause fold with
the deepest stratospheric intrusion develops during the superpositioning of
both ’folds’ around 06 UTC on the 10th of November. The shape of the
anomaly deforms in a more asymmetric way. It extends in western direction
and the western jet streak and the related CFC become dynamically more
important. A tropopause fold is developing over the next 12 hours, charac-
terized by the following properties:

(i) The extension of the PV anomaly develops slightly under the west-
ern jet (visible in (g), (h) and (i) of figure 31). This corresponds to
Shapiro’s definition of a tropopause fold.

(ii) The transition from a two jet-core structure to an one jet-core structure
as illustrated in panels (d) to (g). The eastern jet weakens and its core
descends to lower altitudes. The western jet remains in position at 10
km.
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(a) 9-11-2001 00 UTC (b) 9-11-2001 06 UTC (c) 9-11-2001 12 UTC

(d) 9-11-2001 18 UTC (e) 10-11-2001 00 UTC (f) 10-11-2001 06 UTC

(g) 10-11-2001 12 UTC (h) 10-11-2001 18 UTC (i) 11-11-2001 00 UTC

Figure 31 – Evolution of Ertel’s PV (contours each 1 PVU) on a local (y, z) cross-
section over France (red line in figure 30) where the thick line denotes the dynamic
tropopause at 2 PVU. The along-front velocity (for |ug| > 30 ms−1) is visualized by
green contours which are dashed for negative values (southwesterly flow) and solid
for positive values (each 10 ms−1). Data is over a period from 9-11-2001 00 UTC
until 11-11-2001 00 UTC each 6 hours in the panels (a) until (i).

The folding process is relatively short and weak over France. The more
we go in southern direction along the PV anomaly, the more clearer and
deeper the tropopause structure develops. However, the along-front varia-
tions also become important, making it a three-dimensional process.
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10.2.2 10-11-2001 06 UTC

Our hypothesis is that the tropopause fold is the result of deformation fron-
togenesis and the effect of the resulting cross-frontal circulation. Figure 32
shows observations of two frontal ingredients: a temperature field and a de-
formation wind field. We focus here on 06 UTC on the 10th of November,
just before the tropopause fold starts to develop.

The potential temperature field on 500 hPa shows a double front struc-
ture along the cross-section. Along-front variations are small over France.
The double front structure is visible throughout the troposphere, as shown
in the cross-section. The thermal gradient is larger on the northwest side
and is in TWB with the stronger developed western jet structure.

The stretching deformation A is shown in panels (c) and (d) of figure 32
and coincides nicely with the position of the tropopause fold. It is partly
responsible for compressing the PV anomaly along with convergence and
other processes. It is calculated from ECMWF data as follows:

- The geostrophic velocity components ug and vg are derived from the
geopotential field from ECMWF data using the relations ug = −f−1 ∂φ

∂y ,

vg = f−1 ∂φ
∂x where x and y are zonal and meridional local coordinates.

- These geostrophic velocity components are redefined for the local ro-
tated (say x′ and y′) coordinates of the cross-section.

- The stretching deformation field is derived from the local velocity com-
ponents and is given by: A = ∂ug

∂x′ −
∂vg
∂y′ .

Panel (c) shows that the largest deformation is found over the south of
Spain. In general, this is the area within an amplifying upper level wave
where the forcing by (i) horizontal confluence and (ii) the indirect verti-
cal circulation result in the largest tropopause folds, and also where the
western jet stream is being accelerated and becomes a jet streak (Mudrick
[1974]). Although the folding process is weaker over France, we see that the
deformation field and the CFC become large enough to initiate a fold.

The observed vertical velocities are negative within the fold as one would
expect (panels (e) & (f) of figure 32). The upward velocities seem not to be
directly related to the CFC over France but more to orographic lifting over
the island of Corsica. The separated red core near the surface might be part
of the CFC. The velocities are in the order of 10 cm s−1 which corresponds
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(a) map slice 10-11-2001 06 UTC (b) cross-section 10-11-2001 06 UTC

(c) map slice 10-11-2001 06 UTC (d) cross-section 10-11-2001 06 UTC

(e) map slice 10-11-2001 06 UTC (f) cross-section 10-11-2001 06 UTC

Figure 32 – Frontogenesis ingredients and vertical velocities shown on map slices at
500 hPa (left) and cross-sections (right), including the dynamic tropopause (thick
black line at 2 PVU) in all figures. (a) potential temperature (color-filled contours
each 3 K) and geopotential (each 400 m2s−2). (b) potential temperature (color-filled
contours each 10 K) and cross-front geostrophic velocity (positive: solid, negative:
dashed). (c)&(d): Stretching deformation A (color-filled contours each 10−4 s−1).
(e) & (f): vertical velocities (color-filled contours, (e) each 10 cm s−1, (f) each 5
cm s−1). Upward motions are in red, downward motions in blue.
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to a descent of 2 km over 6 hours which seems to be a bit on the large side.
We derived wcm/s by: wcm/s = −100RTpg wPa/s (where wPa/s is retrieved from
ECMWF data) and interpolated wcm/s vertically to z coordinates.

The largest upward velocities are found where the indirect vertical circu-
lation is largest, between Spain and Morocco and moving towards Algeria.
Additional processes play a role here, namely: (i) additional convergence
due to the curvature of the PV anomaly and (ii) cold-air shear advection
(or ”Shapiro effect”). These effects were found to be important in another
case-study of a fold described by Donnadille et al. [2001].

Let us return to our cross-section over France. The vertical velocities
here are the result of various frontogenetic processes besides stretching de-
formation (also divergence, shearing deformation). Our goal is to estimate
the importance of stretching deformation using our model. Therefore, we
need input in the form of (i) a reference atmosphere, (ii) PV anomalies and
(iii) a valid representation of a stretching deformation field. The conversion
from the previously shown observations to the required input fields shall be
discussed now.

10.3 Modifications

The ECMWF operational data archive contains data on the total three-
dimensional wind field, temperature field, etc. We will use these data to
study the relation between geostrophic forcing and ageostrophic adjustment.
The challenge is (i) to split the velocity fields into balanced and unbalanced
components and (ii) to derive reference profiles and perturbations for po-
tential temperature.

Geostrophic balanced flows are given in terms of the geopotential field
φ. It is therefore possible to derive from these fields the initial PV fields
corresponding to QG and SG balance. However, we experienced that the
use of φ observations for the derivation of initial PV fields resulted in noisy
fields, not suitable for applying PV-inversion.

Fortunately, Ertel’s PV fields are also available from the ECMWF archive
and these provide us with a better alternative. Ertel’s PV in pressure coor-
dinates and hydrostatic form is given by (Hoskins et al. [1985]):

q(x, y, p) = −g
(
ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y

)
︸ ︷︷ ︸

I

∂θ

∂p︸︷︷︸
II

(114)

It consists of two factors:
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I Absolute vorticity + two horizontal vorticity terms. Contributes to
Ertel’s PV in the form of PV anomalies in areas with large relative
vorticities. It is mainly determined by the dynamical configuration of
the atmosphere.

II Stratification. This factor is dominated by the vertical stratification
of the atmosphere, especially in the strongly stratified stratosphere.

We can use the definition of potential temperature to expand factor II in
Ertel’s PV as follows:

q = −g(ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y
)

[
∂T

∂p

(
pr
p

)κ
− Tκ

pr

(
pr
p

)κ+1
]

= −g(ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y
)

[
∂T

∂p

(
pr
p

)κ
− Tκ

pr

(
θ

T

)κ+1
κ

] (115)

where in the last step we used the potential temperature definition again
and where κ = R/cp ≈ 2/7. In the stratosphere, the atmosphere is rather
close to isothermal such that the first term inside the brackets is relatively
small. The second term shows the dominant relation between PV and Θ in
the stratosphere given by: q ∝ θ9/2. The background stratification mainly
determines the vertical structure of Ertel’s PV.

The dominance of the background stratification makes it difficult to ex-
amine horizontal variations in vertical cross-sections. For example, the jet
stream is related to horizontal variations of the PV anomaly. But in the
inversion process, it would be difficult to extract the jet because of the dom-
inance of variations in the stratosphere (see figure 31).

We will now rescale Ertel’s PV by a factor θ−9/2 in order to filter out
this height dependence. We use the same scaling approach as described in
Lait [1994] and more extensively in Juckes [1999].

The definition of the resulting scaled PV, q̂, is given by:

q̂ =
q

Sref (θ)
(116)

where:
Sref (θ) = −g

∂θref
∂p

(117)

corresponds to a static reference atmosphere. It is important to choose an
appropriate reference atmosphere, one that reduces the dominant increase of
θ throughout the stratosphere. Various formulations for ∂θref

∂p are discussed
in Juckes [1999]. We will use an isothermal reference atmosphere.
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The potential temperature only depends on pressure p for an isothermal
reference atmosphere (Tref = T0). This simplifies the derivation:

−g
∂θref
∂p

= −gT0κ

(
pr
p

)κ−1 −pr
p2

=
gT0κ

pr

(
pr
p

)κ+1

=
gT0κ

pr

(
θ

T0

)κ+1
κ

(118)

where in the last step, the definition of potential temperature is substituted.
The scaling factor Sref has now been expressed in terms of θ only. With

κ = R/cp ≈ 2/7, we see indeed that ∂θ
∂p ∝

(
θ
T0

)9/2
.

The equation for q̂ becomes:

q̂ =
−g(ζ + f − ∂v

∂θ
∂θ
∂x + ∂u

∂θ
∂θ
∂y )∂θ∂p

gT0κ
pr

(
θ
T0

)κ+1
κ

(119)

(a) Ertel’s PV (b) Scaled PV

Figure 33 – Cross-sections showing (a) Ertel’s PV and (b) scaled PV, q̂. The dynamic
tropopause is given by the 2 PVU thick black isoline in (a) and by the 2× 10−4 s−1

thick black isoline in (b). Other PV isolines are given the thin black lines each 1 PVU
in (a) and each 10−4 s−1 in (b).

It is shown in appendix D that q̂ has a similar form as the semi-geostrophic
PV or the quasi-geostrophic PV for Ro� 1. Because the scaling factor only
depends on θ, q̂ is also materially conserved! Using this alternative form of
PV, we can derive all other fields from PV-inversion.
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The new q̂ field is shown in figure 33 and one should recognize the strato-
spheric anomaly and the dynamic PV anomaly in it. For the temperature
T0 of the reference atmosphere, we have taken T0 = 300 K. The main θ9/2

height dependence has been removed and some minor horizontal variations
are visible which are small compared to the notable PV anomaly.

The model results that are shown in the next subsection are based on
the assumption of a constant deformation field A = 10−5 s−1 as we used
in our theoretical models. Thus, we underestimate the deformation rate
near the fold, but overestimate the deformation rate on the outskirts of the
domain. The average rate of deformation over the domain is approximately
the same and it allows us to compute the evolution of the fold in time with
a comparable rate of deformation.

10.4 Model results

The initial PV field is prepared for a QG or a SG model run. The reader is
referred to figure 17 for an overview on the model algorithm used to produce
the results here. This overview shows that we also need to supply lateral
and surface boundary conditions. For the lateral boundaries, we use ug
calculated from available φ data. We use the buoyancy, with respect to the
reference temperature T0 = 300 K, on the surface boundary.

We will first show diagnostic results where we compare the QG model
with the SG model applied on the scaled PV field at 10 November 2001, 06
UTC. After that, we will discuss the contribution of stretching deformation
in the observed tropopause folding process using a SG model run of 18 hours.

10.4.1 QG versus SG

We apply PV-inversion for both QG and SG cases. It should be noted that
the initial field, q̂, is the same for both cases. This is different from the jet
configurations we analyzed earlier, where qSG contained two additional non-
linear terms. After PV-inversion, the geostrophic velocity, buoyancy, fronto-
genetic forcing and ageostrophic circulation fields are derived and shown in
figure 34. Table 7 provides a quick overview of the differences. The results
can be compared with the fields from the ECMWF archive shown in figures
32.
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(a) QG solution
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(b) SG solution
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(c) QG solution
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(d) SG solution
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(e) QG solution

PV + Cross-frontal circulation
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(f) SG solution

Figure 34 – Comparison between QG (left) and SG (right) PV inversion. (a) &
(b): dynamic tropopause (thick black line), positive (solid) and negative (dashed)
geostrophic jet velocities (black lines each 10 ms−1) and potential temperature field
in color-filled white contours (each 10 K). (c) & (d): including frontogenetic forcing
as color-filled area. Green for negative Q and orange for positive Q. (e) & (f):
including the cross-frontal circulation. wa is illustrated by color-filled contours (each
1 cm s−1) where blue is used for negative velocities and red for positive velocities.
The purple arrows represent the cross-frontal circulation. Results are derived for 06
UTC on the 10th of November 2001.
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Parameter Analysis QG SG
max(ug) (ms−1) 55 90 75
min(ug) (ms−1) −30 −20 −25
max(Q) (10−10 s−3) n.a. 3 2.5
min(Q) (10−10 s−3) n.a. −2.5 −1.5
max(va) (ms−1) n.a. 3 2.5
min(va) (ms−1) n.a. −2.5 −2
max(wa) (cm s−1) 10 1 1
min(wa) (cm s−1) −10 −3 −2

Table 7 – Comparison of QG and SG results with ECMWF operational data archive.
Values are estimated from figures and are directly related to the PV anomaly, e.g.
higher values near boundaries are not considered.

Both QG and SG results in figure 34 show the basic features of a tropopause
fold in development:

- A jet core west of the anomaly at 10 km height where the horizontal
PV gradient is largest.

- A double front structure beneath the anomaly.

- Larger separation between isotherms on both sides of the anomaly,
indicating reduced static stability.

- Frontogenetic forcing is mostly positioned on western side of the anomaly,
left of the descending PV structure, where the product of the thermal
gradient and deformation field is largest.

The largest difference between the QG and SG results is the strength
of the jet. In both cases, the strength is overestimated. But the SG PV-
inversion does a better job on both the strength of the jet as on representing
the lower static stabilities on both sides.

Panels (e) and (f) of figure 34 show that SG theory gives better results for
the CFC, i.e. it is more localized. In the stratosphere, wa is overestimated
in the QG case, as expected. However, wa inside the fold is also larger for
the QG case compared to the SG case. The QG values seem to be more
realistic (i.e. closer to the ECMWF archive data), but their values are the
result of the unrealistic geostrophic velocities in panels (a) and (b). The
main reason for these low values is that we use a constant deformation field
A = 10−5 s−1 for both cases, whereas panels (c) and (d) of figure 32 suggest
that A must have higher values locally.
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10.4.2 Evolution of a fold

The true value of SG theory becomes apparent when studying a tropopause
folding process. We saw in the three idealized model runs that QG theory
was not able to produce a tropopause fold. Therefore, we will only show
SG results for an 18 hour time integration starting at 06 UTC, 10th of
November.

The results are shown in figure 35. The most interesting aspect is the
increasing role of the cross-frontal circulation in the folding process. That
is nicely illustrated by the ageostrophic vortices moving towards the fold.
Their strength has slightly decreased, but we see that the downward veloc-
ities remain positioned at the tip of the fold. The horizontal ageostrophic
wind blows steadily at ≈ 10 km height and advects the base of the fold in
eastern direction. This causes the PV anomaly to become tilted. The jet
stream also weakens during the 18 hours of integration. The eastward move-
ment of the jet core is associated with positive vorticity advection (PVA) in
the direction of the fold.

The model is not always robust to (numerical) instabilities. The bottom
figure in 35 illustrates this in the form of growing sawtooth structures on
the dynamic tropopause. The input of a smooth PV field where artificial
PV anomalies are filtered out, is a must in order to let the PV-inversion
routine work for more than one day.
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(c) 18 UTC
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(d) 18 UTC
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(e) 00 UTC
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Figure 35 – Same as figure 34, but now only SG model run results, showing the
evolution of a tropopause fold at time steps 12 UTC (top), 18 UTC (center) and
00 UTC on the 11th of November (bottom). Simulation started on the 10th of
November 06 UTC.
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10.4.3 Deformation field from archived data1

Although the stretching deformation field derived from ECMWF data is
very noisy, some first results shall be shown here. The vertical velocities
derived from the ’observed’ A fields are shown at the top of figure 36 for the
QG and SG case.
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Figure 36 – (a) & (b): Same as panels (e) and (f) of figure 34, illustrating the
cross-frontal circulation by purple arrows and wa by color-filled contours. The results
are based on a stretching deformation field derived from ECMWF archived data. (c)
& (d) Same as panels (e) & (f) in figure 32 showing wa observations for reference.

We tried several ways of smoothing and averaging. For this particular
timestep, we took a vertical average of A from the surface to 10 km height
where the stretching deformation field is mostly present. As a result, the

1This work is still in progress. No completely satisfying method has yet been found to
modify the noisy A data into a reliable smooth stretching deformation field for our model.
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stretching deformation A derived from the ECMWF archive only varies in
the horizontal direction. Finally, by the smoothing effect of the operator N2

of the Sawyer-Eliassen equation, the cross-frontal circulation field acquires
a recognizable structure. The results have improved with respect to the
constant deformation field A = 10−5 as the differences between QG and SG
are clearer.

In the QG case, the vertical velocities are overestimated in the strato-
sphere because the additional stratification of the stratosphere anomaly does
not play a role. The red area in the troposphere is not realistic either.

The SG results show smaller and more realistic velocities in the strato-
sphere. These are smaller because of the additional stratification in the
stratosphere included in the Sawyer-Eliassen equation. Moreover, the down-
ward velocities near the tip of the fold are very close to the observational
values. The updraft zone on the east side of the fold is more local compared
to panels (e) and (f) of figure 34.

The term A also plays a role in the advection equation, but unfortunately
we could not derive the evolution of a tropopause fold based on the noisy A
fields. This is partly related to the artificial velocity fields near the eastern
boundary.

These results show that a careful modification and application of the ob-
served A fields rewards itself with a better representation of the tropopause
fold and the related cross-frontal circulation.
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11 Summary & conclusion

Our goal in this thesis is to understand the dynamical role of the cross-
frontal circulation (CFC) in the initiation and development of a tropopause
fold. We addressed the following two research questions:

1. What does the semi-geostrophic approach add to the quasi-geostrophic
approach in the representation of a cross-frontal circulation and a
tropopause fold?

2. Can we simulate a realistic tropopause folding event with a two-dimens-
ional semi-geostrophic model based on stretching deformation?

We focused on several aspects in detail to understand the interplay between
the CFC and a tropopause fold, namely: (i) a theoretic study of the dy-
namics using the modern framework of potential vorticity, (ii) a detailed
numerical description of our two-dimensional PV-inversion model and (iii)
a tropopause fold case-study.

11.1 Theory
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(i) confluence

(ii) TWB restoration

(iii) tilting

(iv) advection

(v) increased
stratification

Figure 37 – Schematic overview showing physical relations between different dynam-
ical structures on various scales. Only relations considered in this thesis are shown

In the introduction, it was said that the challenge for a researcher is to
recognize ’cause’ and ’effect’ relations in the complex nonlinear atmosphere.
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We focused here on the process of frontogenesis in the upper atmosphere,
in particular on the cross-frontal circulation component and its dynamical
effect on the tropopause and near the surface front (illustrated by the arrows
(ii) and (iv) in figure 37). In the theoretic part, we also described the other
relations in order to give a comprehensive overview on the position of the
CFC with respect to cyclogenesis and frontogenesis, as shown in figure 37.

We considered cyclogenesis as a constant factor in our study. In chapter
2, we described how a steady configuration of (anti)-cyclones on synopti-
cal scale results in confluence. In other words, a geostrophic wind field
that transports two air masses towards each other. Frontogenesis takes
place where both air masses meet and involves compression across-front and
stretching along-front. During frontogenesis, the atmosphere is continuously
brought out of thermal wind balance.

In chapters 4 and 5, we used the balanced theories of quasi-geostrophy
and semi-geostrophy to interpret the cross-frontal circulation as the bal-
ance restoring component of a frontal system. Both the QG and SG set of
equations were separated into an advection equation for q′, related to fron-
togenesis and the Sawyer-Eliassen equation, describing the response of the
CFC. In the QG case, the advection equation only contains frontogenesis
due to the large-scale confluence field and excludes front deformation by the
CFC. Hence, in this case arrows (iii) and (iv) in figure 37 are absent. In the
SG case, advection by the CFC is included and it is related to the additional
tilting effect. This increases the rate of frontogenesis and has an ’action at
distance’ effect on the tropopause.

We introduced the conserved PV field in the theoretic part and used
it to understand the (non)linear interplay between two PV perturbations,
representing a front in TWB with a jet stream q′jet and the tropopause q′ts.
The description of frontogenesis and tropopause folding in terms of PV has
several advantages, especially in the SG case. A positive PV field represents
a balanced atmosphere and negative PV values indicate areas of (symmetric)
instability. Moreover, it is possible to derive all other variables diagnostically
from the PV field. We studied the dynamical role of the CFC in terms of
PV by examining the interaction of q′jet (including the CFC implicitly) with
itself and with q′ts.

We discussed the transformation to geostrophic coordinates shortly in
chapter 6. The basic idea is that the nonlinear semi-geostrophic system
of equations reduces to a linear system of equations in geostrophic space,
similar to the quasi-geostrophic equations. One can understand this by the
fact that only geostrophic motion is shown in geostrophic space, whereas
advection by ageostrophic motions has become implicit.
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11.2 Numerical model

We used a two-dimensional model to study the role of the CFC in tropopause
folding. The ingredients for the model were discussed in section 7. The
model consists of two steady background fields, namely a stretching de-
formation field and a vertical reference temperature profile. This reference
state is represented by a ’constant-N ’ background temperature profile, which
corresponds to a linear increase of the background potential temperature θ
with height. The dynamics are represented by the superposition of two PV
anomalies, namely an initial jet structure in TWB with a pole-to-equator
frontal zone and a continuous troposphere-stratosphere transition. The lat-
ter PV ’anomaly’ depends only on height and is a simple but effective way
to model the additional stratification in the stratosphere.

Given these ingredients, the flow diagram in figure 17 illustrates how
a PV anomaly, q′QG or q′SG, is processed in the model. Both QG and SG
algorithms are based on the derived equations in the theoretic part and are
discussed in chapter 8.

An important challenge in this chapter is the use of the SOR and RK4
techniques to solve the SG set of equations for two PV anomalies. This is
important because it determines how a frontal system and a tropopause (i.e.
the two PV anomalies) are interacting with each other in the model. The
numerical routines for SGPV-inversion and PV advection play a central role
here.

Starting with the SGPV-inversion, we saw that the procedure involves
an additional iteration loop to derive the two nonlinear terms (see thick box
in figure 22). The nonlinear terms are responsible for the difference in the
solution for Ψg, when we apply SGPV-inversion (I) on both PV anomalies
separately and (II) on the PV field as a whole.

(I) We applied method (I) in our idealized model runs. This gives the
correct results for the temperature and velocity fields. We checked
this by comparing the PV inversion results with the initial fields in
table 4.

(II) With method (II), we noticed that the temperature and velocity fields
differ from the initial fields. We note that the nonlinear terms are
small or at most comparable with respect to the other terms. It thus
might be an alternative for the idealized model runs in chapter 9. For
our case-study, we imported the total PV field from ECMWF archive
data. We simply applied SGPV-inversion on the whole (scaled) PV
field here.
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Secondly, one has to consider which PV anomalies are advected or de-
formed by advection. For our theoretic model runs, we applied RK4 on the
local time derivative of q′jet and centered differences on the spatial derivatives
of q′jet. It is a simplification such that q′ts remains a steady PV component
describing a stratosphere at rest. Our choice to include advection of q′ts is
still a topic of discussion. The two discussed alternatives were:

1. We did a thought experiment on the deformation of q′ts by the CFC
in the advection equation. It seems more realistic when q′ts (large
stratification) is also advected vertically. But then q′ts would deform
in time and this would result in a nonlinear interaction between both
PV anomalies. Moreover, we would have an attribution problem for
the CFC, which has been studied in more detail by Thorpe [1997].

2. The other alternative would be to insert the total PV as a single field
into the inversion relation. In the QG case, this works because the
inversion equation is linear. But in the SG case, nonlinear problems
arise as discussed previously. We advect the total scaled PV field for
our case-study model runs.

Our next step to improve our results would be to include the advection of
q′ts in a dynamical consistent way.

We experienced that the SGPV-inversion routine only works in a sym-
metrically stable domain (q′SG + f > 0). However, local symmetric unstable
areas seem to be tolerated occasionally and more strangely, converge did not
occur under some stable circumstances.

11.3 Results

Idealized model runs

Three idealized model runs were used, namely QGsymjet, SGsymjet and
SGcomjet. The results of the first two model runs show the differences
between the QG and SG shape of the CFC and their interaction with the
tropopause. The results of the last two model runs show how a more realistic
jet structure results in a deeper tropopause fold.

We repeat the main differences between the QG and the SG results. The
most striking region is the stratosphere where the CFC is unrealistically
strong. We concluded that QG theory does not ’feel’ the presence of the
stratification in the stratosphere. This stratification is present in the SG
form of the Sawyer-Eliassen equation, resulting in more realistic reduced
velocities. This difference is the result of our definition of the stratosphere,
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namely a PV anomaly. Furthermore, the QG model run does not show a
sign of tropopause folding as expected.

The results of the idealized model runs SGsymjet and SGcomjet show
the dynamical influence of the CFC. It deforms the tropopause which has
descended a few hundred meters over 24 hours, which is rather short. The
main reason is that we did not include the advection of q′ts yet. Moreover, a
stronger and more local deformation field would be more realistic and will
increase the process of frontogenesis, and therefore will strengthen the CFC
in time.

The idealized model runs did not gave a satisfying answer on the second
research question, but it enabled us to try out several configurations and
to perform a sensitivity analysis. This knowledge was of great help for
interpreting the following case-study results.

Case-study

The case that we studied concerns a very deep tropopause fold over Europe
from the 9th until the 11th of November. The deepest fold was observed
over the Mediterranean Sea. We focused here on the shallower fold over
France due to its approximate two-dimensional structure. Our hypothesis
was that the tropopause fold is the result of deformation frontogenesis and
resulting CFC. Our goal here was to answer the second research question
and to produce a tropopause fold as realistic as possible with the model.

The cross-section data revealed some interesting features. The short-
lived double fold structure showed many similarities with another case in
Donnadille et al. [2001]. The deepest fold was observed when the two exten-
sions merged. The fold extended downward to around 4 km and developed
slightly under the jet stream in western direction. The curving under the
jet is a clear signature of the effect of a cross-frontal circulation.

We performed a rescaling of Ertel’s PV, obtained from the ECMWF op-
erational data archive, in order to remove the dominant background stratifi-
cation in the stratosphere. We chose an isothermal reference atmosphere as
the scaling factor. This resulted in a scaled PV (q̂) field in which we recog-
nized a troposphere-stratosphere transition and a notable deep PV anomaly.
An ideal input for our two-dimensional model without considering both com-
ponents separately. The following results are based on a constant stretching
deformation field.

1. We compared QGPV-inversion and SGPV-inversion for one specific
time. We saw that from q̂QG all basic properties of an initiating fold
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could be derived. A strong(er) jet core west of the fold, an area of
reduced static stability mainly in the east and a double circulation
pattern. The latter results from the double front structure. However,
the vertical velocities are a factor 10 too small. The SG results were
similar, but showed a more local CFC with similar velocities.

2. The SG results for the 18 hour long model run are also based on
a constant deformation field. But it is capable of reproducing the
observed downward advection of the PV anomaly by the double CFC
structure. Moreover, the western CFC seems stronger and begins to
advect the PV anomaly right under the jet core, making it officially
a tropopause fold after 18 hours. The fold evolves too slow compared
with the ECMWF analysis as the simulated CFC is too weak.

These results are in accordance with results from other case-studies (Don-
nadille et al. [2001]), where stretching deformation alone could not explain
the deep tropopause folds. The effect of cold wind-shear and curvature also
contribute to the folding process. However, the input of a more realistic
stretching deformation field from archived data seems to be promising. The
first results show that stretching deformation is by far the largest contribu-
tor to the folding process over France. In southern direction, we see that the
intrusion becomes deeper, the contribution from other sources larger (e.g.
curvature) and the two-dimensional approximation will no longer hold.
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A Combining stretching and shearing deformation

The stretching and shearing deformation only differ by a 45◦ rotation so it
is convenient to combine the two terms A and F and replace them by a total
deformation term. This measure of deformation will have a simple form if
we use a coordinate system that is rotated (w.r.t. the original one) such
that one of its axes lies along-front and the other across-front.
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Figure 38 – Rotation of coordinate system (x, y) to (x′, y′) with x′ being the axis
of dilatation positioned such that the stretching effect is maximum.

Assume ζ = D = 0. Now rotate the coordinate axis from (x, y) to (x′, y′)
with an angle φ such that there is only stretching deformation A′ along this
axis (which is defined as the axis of dilatation, see figure A). The relative
velocity in the (x, y) and (x′, y′) coordinate systems are given by:

δu =
1
2

(Ax+ Fy) δv =
1
2

(Fx−Ay) (120a)

δu′ =
1
2

(A′x′ + F ′y) δv′ =
1
2

(F ′x−A′y′) (120b)

The transformation equations are given by:

δu′ = cosφδu+ sinφδv (121a)

δv′ = − sinφδu+ cosφδv (121b)
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δu = cosφδu′ − sinφδv′ (121c)

δv = sinφδu′ + cosφδv′ (121d)

and similarly for ~x′ ↔ ~x (or any other vector).
Now use (121) to rewrite (120a) as follows:

cosφδu′ − sinφδv′ =
1
2
[
A(cosφx′ − sinφy′) + F (sinφx′ + cosφy′)

]
(122a)

sinφδu′ + cosφδv′ =
1
2
[
F (cosφx′ − sinφy′)−A(sinφx′ + cosφy′)

]
(122b)

Solve these equations for δu′ and δv′ by multiplying the equations with sinφ
or cosφ and using sin2 φ+ cos2 φ = 1. This results in:

δu′ =
1
2
[
x′(A cos 2φ+ F sin 2φ) + y′(−A sin 2φ+ F cos 2φ)

]
(123a)

δv′ =
1
2
[
x′(−A sin 2φ+ F cos 2φ) + y′(−A cos 2φ− F sin 2φ)

]
(123b)

Now we can compare the last two expressions with (120b) resulting in the
following equations for A′ and F ′.

A′ = A cos 2φ+ F sin 2φ (124a)

F ′ = F cos 2φ−A sin 2φ (124b)

From here we can find the following two useful equations:

A′2 = A2 + F 2 (125a)

tan 2φ =
F

A
(125b)

where we have assumed that F ′ = 0, i.e. φ is the angle of rotation from x
towards the axis of dilatation x′ along which there is only stretching defor-
mation A′!
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B Derivation of alternative frontogenesis function

The alternative form of the frontogenesis function will be derived here, based
on notes in Smith [2007], starting from:

D|∇hθ|2

Dt
= 2∇hθ ·

D

Dt
∇hθ (126)

Writing out this inner product, using that Dθ
Dt = q̇, we obtain:

D

Dt
|∇hθ|2 =2 [(θxq̇x + θy q̇y)− (θxwx + θywy)θz]

− 2
[
(uxθ2

x + vyθ
2
y) + (vx + uy)θxθy

] (127)

Now we can substitute the definitions of the derivatives of u, v in terms of
D,A,F and ζ:

D

Dt
|∇hθ|2 = 2 [(θxq̇x + θy q̇y)− (θxwx + θywy)θz]

− ((D +A)θ2
x + (D −A)θ2

y)− (F + ζ + F − ζ)θxθy
= 2(θxq̇x + θy q̇y)− 2(θxwx + θywy)θz
−D(θ2

x + θ2
y)−

(
Aθ2

x + 2Fθxθy −Aθ2
y

)
(128)

We see that the rotation part ζ drops out. It does not play a role in fron-
togenetic forcing directly as explained earlier. From the equation above, it
follows that:

D

Dt
|∇hθ| =

[
(θxq̇x + θy q̇y)
|∇hθ|

]
T1

−
[

(θxwx + θywy)θz
|∇hθ|

]
T2

−

[
1
2D(θ2

x + θ2
y)

|∇hθ|

]
T3

−

[
1
2

(
Aθ2

x + 2Fθxθy −Aθ2
y)
)

|∇hθ|

]
T4

(129)

Now let us go through all terms and examine the underlying kinematics.
Let n̂ be the unit vector in the direction of |∇hθ| and use the relation:
n̂|∇hθ| = ∇hθ.

T1 =
∇hθ · ∇hq̇
|∇hθ|

=
∇hθ
|∇hθ|

· ∇hq̇ = n̂ · ∇hq̇ (130a)

T2 = −(∇hθ · ∇hw)θz
|∇hθ|

= −
(
∇hθ
|∇hθ|

· ∇hw
)
θz = −θzn̂ · ∇hw (130b)
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T3 = −
1
2D|∇hθ|

2

|∇hθ|
= −1

2
D|∇hθ| (130c)

T4 = −
1
2

[
Aθ2

x + 2Fθxθy −Aθ2
y)
]

|∇hθ|
(130d)

Figure 39 – Sketches of four frontogenetic processes: (a) differential diabatic heating
in the direction of the thermal gradient, (b) differential vertical motion acting on a
vertical temperature field, (c) convergence in an existing horizontal temperature field
and (d) the interplay between a horizontal deformation field and temperature field.
Source: Smith [2007]

Examples of differential diabatic heating T1 are differences in latent heat
release (frontogenetic), differences in heat capacity (e.g. a front over land-
sea surface) and cloud formation. The tilting effect T2 was already discussed
and only plays a role in middle (upper) troposphere where vertical velocities
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(vertical gradient in temperature) are largest. Convergence on an existing
thermal gradient T3 is characterized by shrinking of isotherms in all direc-
tions. The direction of the thermal gradient is not important here. It is of
importance in T4 representing deformation effects by both stretching A and
shear F .

We will now neglect T1 and T2 and combine T3 and T4. Term T4 will be
rewritten in a simpler way:

First, we transform the derivatives in the (x, y) coordinate system to
(x′, y′) derivatives with (x′, y′) being the coordinate system with an axis of
dilatation and axis of contraction:

θx = cosφθ′x − sinφθ′y (131a)

θy = sinφθ′x + cosφθ′y (131b)

and substitute these in the equation for T4, (130d):

T4 =
−1

2|∇hθ|
[
A(cosφθ′x − sinφθ′y)

2 + 2F (cosφθ′x − sinφθ′y)(sinφθ
′
x + cosφθ′y)

−A(sinφθ′x + cosφθ′y)
2
]

=
−1

2|∇hθ|
[
A cos2 φθ′2x +A sin2 φθ′2y − 2A cosφ sinφθ′xθ

′
y

+ 2F cosφ sinφθ′2x + 2F cos2 φθ′xθ
′
y − 2F sin2 φθ′xθ

′
y − 2F cosφ sinφθ′2y

−A sin2 φθ′x −A cos2 φθ′2y − 2A cosφ sinφθ′xθ
′
y

]
=
−1

2|∇hθ|
[
A(θ′2x − θ′2y )(cos2 φ− sin2 φ)− 4A cosφ sinφθ′xθ

′
y

+2F cosφ sinφ(θ′2x − θ′2y ) + 2Fθ′xθ
′
y(cos2 φ− sin2 φ)

]
=
−1

2|∇hθ|
[
A(θ′2x − θ′2y ) cos 2φ− 2A sin 2φθ′xθ

′
y

+F sin 2φ(θ′2x − θ′2y ) + 2Fθ′xθ
′
y cos 2φ

]
=
−1

2|∇hθ|
[
(θ′2x − θ′2y )(A cos 2φ+ F sin 2φ)

+2θ′xθ
′
y(F cos 2φ−A sin 2φ)

]
(132)

Now use the definitions of A′ = A cos 2φ + F sin 2φ and F = A tan 2φ (see
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Appendix A)

T4 =
−1

2|∇hθ|
[
(θ′2x − θ′2y )A′ + 2θ′xθ

′
y(A sin 2φ−A sin 2φ)

]
=
−A′

2|∇hθ|
(θ′2x − θ′2y )

(133)

Next, we perform another coordinate transformation from (x′, y′) to (n̂, t̂r)
where n̂ is the unit vector in the direction of ∇hθ and t̂r in the perpendic-
ular direction. Now let’s calculate the components of n̂ by performing the
transformation:

∂θ

∂x′
=
∂n

∂x′
∂θ

∂n
= cos γ|∇hθ| (134a)

∂θ

∂y′
=
∂n

∂y′
∂θ

∂n
= sin γ|∇hθ| (134b)

where ∂θ
∂tr is zero by definition such that ∂θ

∂n = |∇hθ| and γ is the angle from
the axis of dilatation x′ to the thermal gradient axis n̂ (see figure 39). Now
we can write (θ′2x − θ′2y ) as:

θ′2x − θ′2y = cos2 γ|∇hθ|2 − sin2 γ|∇hθ|2 = cos 2γ|∇hθ|2 (135)

and T4 can be written as:

T4 =
−A′

2
|∇hθ| cos 2γ

=
−A′

2
|∇hθ| cos (2(

1
4
π − φ))

=
A′

2
|∇hθ| cos 2φ

(136)

where A′ is the total deformation which is purely stretching deformation in
coordinate system (x′, y′), φ is the angle from the axis of dilatation to the
isotherms (or t̂r where ∇hθ = 0).

If T3 is included to the expression for T4 then the final deformation form
of the frontogenesis function becomes:

D|∇hθ|2

Dt
= |∇hθ|2(A′ cos 2φ−D) (137)

where we recall that D represents horizontal divergence.
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C Basics of SOR theory

We demonstrate here the basics behind the Successive Over-Relaxation
method using our simplest elliptical equation. This is the QG form of the
Sawyer-Eliassen equation given by (28):

N2ψyy + f2ψzz = N2(ψ) = 2Q2 (138)

where N2 is a linear operator on ψ. ψ can be derived by solving the problem
ψ = N−1

2 (2Q2)
This equation can be interpreted as a final equilibrium state of the fol-

lowing partial differential equation:

∂ψ

∂t
= N2ψyy + f2ψzz − 2Q2 (139)

In other words, an initial well-chosen solution relaxes towards the equilib-
rium state (∂ψ∂t = 0) given in (138) for t→∞.

Jacobi’s method

We start by applying Forward-Time-Centered-Space (hereafter FTCS) dif-
ferencing on (139):

ψr+1
j,l = ψrj,l+∆t

[
N2

ψrj+1,l − 2ψrj,l + ψrj−1,l

h2
+ f2

ψrj,l+1 − 2ψrj,l + ψrj,l−1

h2
− 2Q2

]
(140)

where h is the grid size in both horizontal and vertical direction, r is used
for iteration steps in the relaxation process (’time’ steps), j for discrete
horizontal steps and l for discrete vertical steps. The same indices are used
in the code.

It can be shown from numerical stability analysis that FCTS is stable
in two-dimensional space when ∆t/h2 ≤ 1

4 . Now if we choose the largest
possible ’time’ step ∆t = 1

4h
2 than the equation above can be rewritten as:

ψr+1
j,l =ψrj,l +

1
4
[
N2(ψrj+1,l − 2ψrj,l + ψrj−1,l)+

f2(ψrj,l+1 − 2ψrj,l + ψrj,l−1)− 1
2
h2Q2

] (141)

If N2 = f2 = 1 for simplicity (to show the basic idea of relaxation):

ψr+1
j,l =

1
4

(ψrj+1,l + ψrj−1,l + ψrj,l+1 + ψrj,l−1)− 1
2
h2Q2 (142)
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then we can directly see that the ψ field at the ’r’th iteration step is calcu-
lated by taking the spatial average (first term) plus a contribution from the
source (second term). The procedure is repeated until convergence occurs.
This is Jacobi’s relaxation method. It converges too slowly to be practically
useful.

Let us now rewrite the analysis above by splitting up the matrix operator
N2. The same approach in terms of matrices is eventually applied in the
SOR method. In matrix terms, the following equation has to be solved:

A · ψ = b (143)

where we use standard matrix notations A for linear operator N2 and b for
the forcing 2Q2. Now we can split the matrix operator A into three parts:

A = L + D + U (144)

where L is the lower triangle of A, U the upper triangle and D the diagonal.
This matrix splitting can be used to write the Jacobi’s method as:

D · ψ(r) = −(L + U) · ψ(r−1) + b (145)

Convergence occurs for diagonally dominant matrices. This means that we
are in a situation close to equilibrium given by eq. (143). The diagonal part
D on the lhs is dominant. The first term on the rhs, (L + U), corresponds
to deviations from equilibrium and is relatively small.

The convergence of this method can be investigated by the following
relation which gives the number of iterations r needed to reduce the overall
error by a factor 10−p:

r ≈ p ln 10
− ln ρJac

(146)

where ρJac is the so-called spectral radius for the Jacobi method. It is
the modulus (between 0 and 1) of the slowest decaying eigenmode which
corresponds to the largest rate of convergence. We take p = 3 such that an
error smaller than 10−3 is the end point of the iteration loop.

The general two-dimensional expression for ρJac is given by:

ρJac =
cos πJ +

(
∆y
∆z

)2
cos πL

1 +
(

∆y
∆z

)2 (147)

The value of ρJac goes asymptotically to 1 as the grid size increases to
infinity. In our case, we use very large grids (J = L = 201 grid points) and
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we can simplify (147) to:

ρJac ≈ cos
(π
J

)
≈ 1− π2

2J2
(148)

after performing a Taylor expansion. The number of iterations r given in
(146) finally becomes:

r ≈ 1
2
pJ2 (149)

thus the number of iterations increases by the number of grid points squared.
For our model this would yield r ≈ 0.5 ∗ 3 ∗ 2002 = 60.000! iteration steps
in order to evaluate the cross-frontal circulation, which takes far too much
time.

SOR

A better algorithm can be devised by the implementation of an overcorrec-
tion in such a way that we anticipate on future corrections towards equilib-
rium. We would like to implement such a correction in the following way:

ψnew = ψold − ω ∗ f(ψold) (150)

such that (i) the solution converges towards a new ψnew by the physical
processes captured inside a function of the old ψold which are overcorrected
by the overrelaxation parameter ω.

It is easy to rewrite (145) in the form of (150). We obtain:

ψ(r) = ψ(r−1) − (D)−1 ·
[
(U + L + D) · ψ(r−1) − b

]
(151)

where the term between brackets is the residual vector ξ(r−1), i.e. we may
write:

ψ(r) = ψ(r−1) − (D)−1 · ξ(r−1) (152)

Now we include the overcorrection ω:

ψ(r) = ψ(r−1) − ω(D)−1 · ξ(r−1) (153)

The following holds:

1. Only overrelaxation (1 < ω < 2) gives faster convergence than the
Jacobian method
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2. If ρJac is the spectral radius of the Jacobi iteration, then the optimal
choice for ω is given by:

ω =
2

1 +
√

1− ρ2
Jac

(154)

3. The number of iterations to reduce error by a factor 10−p is now given
by:

r =
1
3
pJ (155)

The third statement means that for our model we only need r ≈ 0.33 ∗
3 ∗ 200 = 200 iteration steps! We conclude that we have to choose optimal
values for ρJac and ω in order to gain faster convergence. The optimal values
are calculated in code lines 902 - 906
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D From scaled to balanced PV

It will be shown here that if we scale Ertel’s PV properly by Sref (θ) corre-
sponding to an isothermal reference atmosphere, we can derive an equation
for the scaled PV which has a similar shape as the semi-geostrophic PV.

We start with q̂, given in (119):

q̂ =
−g(ζ + f − ∂v

∂θ
∂θ
∂x + ∂u

∂θ
∂θ
∂y )∂θ∂p

gT0κ
pr

(
θ
T0

)κ+1
κ

(156)

which can be rewritten as:

q̂ = −
(
ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y

)
∂θ

∂p

pr
T0κ

(
θ

T0

)−1− 1
κ

(157)

The second factor can be written as a derivative with respect to p (like factor
II in Ertel’s PV).

∂θ

∂p

pr
T0κ

(
θ

T0

)−1− 1
κ

=
∂

∂p

(
θ
pr
T0κ

(
θ

T0

)−1− 1
κ

)

− θ pr
T0κ

∂

∂p

[(
θ

T0

)−1− 1
κ

]

=
∂

∂p

(
pr
κ

(
T0

θ

) 1
κ

)

− θpr
T0κ

(
−1− 1

κ

)
1
T0

(
θ

T0

)−2− 1
κ ∂θ

∂p

=
∂

∂p

(
pr
κ

(
T0

θ

) 1
κ

)

+
pr
T0κ

(
1 +

1
κ

)(
θ

T0

)−1− 1
κ ∂θ

∂p

(158)

The term on the lhs now also appears on the rhs. Subtracting this term
from the whole equation and multiplying by κ results in:

− pr
T0κ

(
θ

T0

)−1− 1
κ ∂θ

∂p
=

∂

∂p

(
pr

(
T0

θ

) 1
κ

)
(159)
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such that (157) simplifies to

q̂ =
∂r

∂p

(
ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y

)
(160)

where r is defined as:

r = pr

(
T0

θ

) 1
κ

(161)

We see that when we use θ = T (pr/p)κ, we can also write:

r = p

(
T0

T

) 1
κ

(162)

Thus, r = p for an isothermal atmosphere, in which case q̂ does not contain
a stratification term at all.

Let us assume that the isothermal atmosphere is a good approximation
and that deviations from it are small. We can split up r in a main and
perturbation part, i.e. r = r + r′ where r = p and r′ � r. r′ is calculated
using a Taylor expansion around the reference state θ by:

r ≈ p+
∂r

∂θ

∣∣∣∣
θ

(θ − θ)

≈ p− pr
T0

κθ
2

(
T0

θ

) 1
κ
−1

θ′

≈ p− pr
κ

(
T0

θ

) 1
κ θ′

θ

≈ p− pr
κ

 T0

T0

(
pr
p

)κ
 1

κ

θ′

θ

≈ p
(

1− 1
κ

θ′

θ

)

(163)

We now expressed r in terms of temperature deviations from an isothermal
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reference profile. For the vertical derivative with respect to p, we then have:

∂r

∂p
≈ ∂p

∂p
− ∂p

∂p

1
κ

θ′

θ
− p

κ

∂

∂p

(
θ′

θ

)
≈ ∂p

∂p
− ∂p

∂p

1
κ

θ′

θ
− 1
κ

∂

∂p

(
p
θ′

θ

)
+
∂p

∂p

1
κ

θ′

θ

≈ ∂p

∂p
− 1
κ

∂z

∂p

∂p

∂p

∂

∂z

(
p
θ′

θ

)
≈ ∂p

∂p

[
1 +

1
κ

1
ρg

∂

∂z

(
p
θ′

θ

)]
≈ ∂p

∂p

[
1 +

1
κρg

∂

∂z

(
ρRT0

θ′

θ

)]
≈ ∂p

∂p

[
1 +

RT0

κρg2

∂

∂z

(
gρ
θ′

θ

)]

(164)

We can use the definitions for buoyancy b = g θ
′

θ
and for static stability:

N2 =
g

θ

∂θ

∂z
=
g

θ

∂θ

∂p

∂p

∂z
=
g

θ

(
−κ
p
θ

)
(−ρg) =

g2κ

RT0
(165)

such that (164) becomes:

∂r

∂p
≈ ∂p

∂p

[
1 +

1
N2ρ

∂

∂z
(gρb)

]
(166)

Next, we neglect the vertical dependence of ρ:

∂r

∂p
≈ ∂p

∂p

[
1 +

1
N2

∂b

∂z

]
(167)

Returning to our expression for q̂, we substitute the result above into (160):

q̂ =
∂p

∂p

(
1 +

1
N2

∂b

∂z

)(
ζ + f − ∂v

∂θ

∂θ

∂x
+
∂u

∂θ

∂θ

∂y

)
(168)

We can split the four terms ∂v
∂θ , ∂θ

∂x , ∂u
∂θ and ∂θ

∂y into main parts (θ) and
perturbation parts (b).

Starting with ∂v
∂θ :

∂v

∂θ
=
∂v

∂z

∂z

∂θ

∂θ

∂θ
=
∂v

∂z

g

θN2

∂θ

∂θ
(169)
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For ∂θ
∂x :

∂θ

∂x
=
∂θ

∂x
+
∂θ′

∂x
=
θ

g

∂b

∂x
(170)

And similarly for the other product term:

∂u

∂θ
=
∂u

∂z

g

θN2

∂θ

∂θ
(171)

∂θ

∂y
=
θ

g

∂b

∂y
(172)

As a result, the scaled PV begins to have a familiar form:

q̂ =
∂p

∂p

(
1 +

1
N2

∂b

∂z

)[
ζ + f − ∂θ

∂θ

1
N2

∂v

∂z

∂b

∂x
+
∂θ

∂θ

1
N2

∂u

∂z

∂b

∂y

]
(173)

If we substitute Ψg into (173) where
(
∂Ψg
∂x ,

∂Ψg
∂y ,

∂Ψg
∂z

)
≡
(
vg,−ug, bf

)
:

q̂ =
∂p

∂p

(
1 +

f

N2

∂2Ψg

∂z2

)
[
∇2Ψg + f − ∂θ

∂θ

f

N2

(
∂2Ψg

∂x∂z

)2

− ∂θ

∂θ

f

N2

(
∂2Ψg

∂y∂z

)2
] (174)

The two-dimensional version of (174) almost equals the SGPV equation
(52) that we use. The only final assumptions to be made are:

∂p

∂p
=
∂θ

∂θ
= 1 (175)

This is not straightforward. We will show the required conditions here:

∂p

∂p
=

∂p
∂z

∂p
∂z + ∂p′

∂z

=
1

1− 1
ρg
∂p′

∂z

(176)

∂θ

∂θ
=

∂θ
∂z

∂θ
∂z + ∂θ′

∂z

=
1

1 + 1
N2

∂b
∂z

(177)

where in (177), we approximated the definitions for static stability and buoy-
ancy by N2 = g

θ0
∂θ
∂z (instead of (165)) and b = g θ

′

θ0
.

Thus, as long as the vertical differences in pressure and potential tem-
perature are small compared to the main state (isothermal reference profile),
we can state that the scaled PV is analogous to the semi-geostrophic PV
formulation. Mesoscale phenomena such as tropopause folds and intense
fronts are in a gray zone where q̂ and qSG start to differ from each other.
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E User tutorial

It was mentioned in the introduction of chapter 7 that the user can choose
between three types of initial PV configurations: (a) initial jet/front system,
(b) initial PV anomaly and (c) PV field from archived ECMWF data. We
will give a short tutorial here on how a model run is started for the first two
configurations. The code to handle (c), a PV field from archived ECMWF
data, is very specific and shall not be considered in the tutorial.

Starting a model run

The program is built in Fortran90 and a Fortran compiler compatible with
Fortran90 code has to be installed in your system. The Fortran compiler
’g95’ is used here. The code is spread over three scripts, namely:

(i) PVinversion main v1.0.f90

(ii) PVinversion modules.f90

(iii) PVinversion numroutines.f90

Script (i) is the heart of the program with references to subroutines and
functions defined in modules. These modules are combined into script (ii).
Script (iii) contains several standard numerical routines that we use here
(Successive Over-Relaxation and Runge-Kutta 4th order). The code is given
in the Appendix for all scripts.

Once these three scripts are in the same file, a model run can start for
the initial ’jet/front system’ or ’PV anomaly’ model configurations. Now
go inside your terminal environment to the directory where the scripts are
stored and compile the program as follows (in the right order!):

g95 PVinversion_numroutines.f90 PVinversion_modules.f90
PVinversion_main_v1.0.f90

An error will be given when the program is compiled for the first time in a
directory. In that case, compile the program again and it will work. The
output after compilation is written to a file named ’a.out’. Now start a
model run with the following command:

./a.out
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The ’Input user()’ subroutine is called first and asks several input from the
user on the command line. Follow the given instructions. The following
three choices have to be made:
(I) Model configuration:

>> Please choose your initial problem to simulate:
1. Jet-front system (type "jet")
2. Symmetric PV anomaly (type "ano")
3. Import PV field (type "imp")

(II) Balanced theory:

>> Please choose between:
1. Quasi-Geostrophic balance (typ "QG")
2. Semi-Geostrophic balance (typ "SG")

(III) And finally, including a stratosphere anomaly or not:

>> Would you like to include a stratosphere? (typ "y" or "n")

After that, the model will start the run. During the run, output will be
generated and written to two data files. The two data files are available
after the model run and have the following names:

Tropofold_PVfield_ani.dat
Tropofold_PVresult_ani.dat

The first file contains only PV values for every coordinate (y, z) and at every
timestep t:

t y z PV
... ... ... ...

The second file contains all other variables which are derived diagnostically
from a given PV field. These are:

t y z Ψg b ug 2Q ψ va wa Θ TWB N2
eff F 2 S2

... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

Notice how the format of data files look like (see example on next page).
A single white space is used to separate between horizontal coordinates.
Double white spaces are used to separate between timesteps. This data
format is recognized by plotting software such as GNUplot if one wants to
make a gif animation from initial to final timestep.
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# t y z value
0 0 0 1
0 0 1 3
0 0 2 8

0 1 0 2
0 1 1 4
0 1 2 9

0 2 0 3
0 2 1 5
0 2 2 10

1 0 0 2
1 0 1 6
1 0 2 16

1 1 0 4
1 1 1 8
1 1 2 18

...

Model configuration

The script file PVinversion modules.f90 consists of three modules. The first
module (Inversion_globalvar) contains all global variables. The second
module (Inversion_support) contains all secundary subroutines and func-
tions. These are called inside the main program (PVinversion main v1.0.f90)
and in the more general third module (Inversion_general) containing the
input and initialisation procedure.

The first module is most important for the user. The values of global
parameters can be changed inside the comment block found in the code lines
110 - 128. For example, by changing the reference atmosphere parameters
(N , f , T0, etc.), one can perform a sensitivity analysis. By changing the
resolution and domain size, one can adjust the accuracy and the influence
of the boundary on the results.
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Plotting the data

The user can now choose what software he or she wants to use to plot the
data from the two data files. During our research, we used GNUplot scripts
to plot the data for one particular time step (as illustrated throughout this
thesis). Moreover, shell scripts were made to plot the data for a sequence of
time steps. These are stored as GIF animation files.

The shell and GNUplot scripts are not given in the Appendix, but the
reader can contact the author or one of the supervisors to receive all scripts
that we used. The software package includes:

- An user guide including a manual for the shell and GNUplot scripts.

- The PV-inversion program consisting of three Fortran 90 scripts. These
scripts may be updated to a newer version with respect to the code
given in the Appendix F.

- Several examples of shell scripts for making GIF animation files from
the data sets.

- Several examples of GNUplot scripts for making high resolution EPS
files from the data sets.

- A few GIF examples illustrating frontogenesis and tropopause folding
for a period of 24 hours in 24 frames.
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F Fortran90 code
PVinversion main v1.0.f90

1 ! ----------------------------------------------------- PV - inversion program

-----------------------------------------------------------

2
3 !This program is used for studying atmospheric dynamic processes using the concept of ’PV thinking ’

4
5 PROGRAM PV_inversion

6 USE Inversion_general

7 !Modules included in main_PV:

8 !- Inversion_globalvar

9 !- Inversion_support ( supporting subroutines and functions)

10 !- Nummethods (SOR and rk4 methods)

11 IMPLICIT NONE

12
13 ! ---------------------------------------------------------------------------------------------

14 ! ............................... Preparation .............................

15 ! ---------------------------------------------------------------------------------------------

16
17 ! Interaction with user who chooses the following :

18 !1. Choose reference atmosphere (a. Isothermal (not included), b. linear stratified )

19 !2. PV perturbations :

20 ! Initial configuration : (a. Jet/front system , b. symmetric PV anomaly , c. PV imported)

21 ! Balanced theory: (a. Quasi -geostrophic , b. semi - geostrophic )

22 ! Include stratosphere (y/n)?

23 !3. Deformation field (a. Stretching deformation , other fields not included)

24 CALL Input_user ()

25
26 ! -----------------------------------------------------------------------------

27 ! ------------------------------- Algorithm -----------------------------------

28
29 ! -------------------------- Order of calculations : --------------------------

30 ! Vg ,va ,wa --> PV --> gphi --> Ug , buoy , FF --> N2 ,F2 ,S2 --> phi --> va ,wa -->

31 ! ----------------------------------------------------------------------------

32
33 DO it=0,t1 ,dt

34 IF (it==0) THEN

35 ! initialisation of variables depending on chosen model configuration

36 CALL Initialisation ()

37 ELSE

38 ! Calculate new PV field at next timestep from PV conservation

39 !Using Runge -Kutta 4th order

40 CALL rk4_PVfield ()

41 !also on surface boundary

42 CALL rk4_PVsurface ()

43 ! preparations for new time step (print -to -file settings , boundary conditions )

44 CALL Initialisation_dt ()

45 ENDIF

46
47 !PV -inversion (QG & SG) using Successive Over - Relaxation (SOR)

48 SELECT CASE (SG)

49 CASE (.TRUE.) !Semi - geostrophic case

50 !Including surface and lateral boundary conditions

51 !Nonlinear inversion

52 IF (inimodel.NE.’imp ’) THEN

53 !>>> Perform PV -inversion for each anomaly separately and sum up gphi

54 ! stratosphere anomaly

55 CALL SORrelaxation_PVSG(PV_ts ,PVFF_surface *0.d0,PVFF_lateral *0.d0,gphi_ts)

56 !dynamic PV_anomaly

57 CALL SORrelaxation_PVSG(PV-PV_ts ,PVFF_surface ,PVFF_lateral ,gphi_ano)

58 gphi = gphi_ano + gphi_ts

59 ELSE

60 !Imported SG anomalies cannot be separated : perform PV -inversion for whole field

61 CALL SORrelaxation_PVSG(PV-f,PVFF_surface ,PVFF_lateral ,gphi)

62 ENDIF

63 CASE (.FALSE .) !Quasi - geostrophic case

64 !Linear inversion

65 !Including surface and lateral boundary conditions

66 CALL SORrelaxation_BC(PVFF ,PVFF_surface ,PVFF_lateral ,gphi)

67 END SELECT

68
69 ! Calculate new geostrophic velocity , buoyancy and frontogenetic forcing fields from gphi

70 CALL PV_circulation(buoy ,U,FF ,gphi)

71
72 !New frequencies N^2, F^2, S^4 for SG case , for QG case they remain constant
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73 IF (SG) CALL new_frequencies ()

74
75 !Use SOR again to determine ageostrophic streamfunction

76 !Linear operator for both QG and SG

77 !Simple zero -valued boundary conditions

78 CALL SORrelaxation(N2,F2 ,S2,FF ,phi)

79
80 !finally , determine ageostrophic velocity field

81 CALL ageo_circulation ()

82
83 !write resulting fields to file

84 IF (outputok) CALL results_to_file ()

85 END DO

86
87 ! --------------End of program -------------------

88 END PROGRAM PV_inversion

89
90
91 !Made by: Marten Blaauw

92 !For comments/questions : mcblaauw@gmail .com

93 !Date of last update: 14 Oktober 2011
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PVinversion modules.f90

94 !QG and SG case , stratosphere or no stratosphere using PV notation

95 !SG case solved WITHOUT transformation , including an extra SOR iteration step to approach gphi from SGPV

96
97 !v1: input of external fields from txt files. Q, PV and background T fields are from ECMWF data

98
99

100 ! -----------------------------------------------------------------------------------------------------------------------

101 ! ----------------------------------------------------- Global Variables ------------------------------------------------

102 ! -----------------------------------------------------------------------------------------------------------------------

103
104
105
106 MODULE Inversion_globalvar

107 IMPLICIT NONE

108 SAVE

109
110 ! -----------------------------------------------------User settings ----------------------------------------------------

111 ! stratosphere ?, semi - geostrophic theory?, print -to -file?

112 LOGICAL :: stratos , SG , outputok =.TRUE.

113 ! Configuration : Jet/front system , symmetric PV anomaly or imported PV field

114 CHARACTER(LEN=3) :: inimodel

115
116 !# gridpoints y and z, domain size y and z, timestep , endtime , print -to -file interval ,

117 INTEGER , PARAMETER :: ygrid =201, zgrid =201, domain_y =5d6,domain_z =5e4 ,dt=300,t1=86400 , intervalit =3600

118 !Constants of nature

119 DOUBLE PRECISION , PARAMETER :: pi=3.14159 , g=9.81, R=286.9d0 , cp =1005. d0

120 !Coriolis parameter , surface temperature , static frequency reference atmosphere , surface pressure , height scale of

troposphere - stratosphere transition

121 DOUBLE PRECISION , PARAMETER :: f=1.d-4, T0=300.d0, N=1.2d-2, p0 = 100000.d0 , alpha =5.d-4

122 ! stretching deformation field ( A = -d(vg)/dy = constant)

123 DOUBLE PRECISION , PARAMETER :: Aconstant = 1.d-5

124 !Strength , position and structure of jet

125 DOUBLE PRECISION , PARAMETER :: Ujet0 =50.d0, y0=0.d0, z0=1.d4 , Yscale1 =5.d5, Yscale2 =5.d5, Zscale =6.d3

126 !Strength , position and structure of PV anomaly

127 DOUBLE PRECISION , PARAMETER :: PVano0 =2.d-4, PVy0 =0.d0, PVz0 =1.d4 , PVYscale1 =5.d5, PVYscale2 =5.d5, PVZscale =5.d3

128 ! ----------------------------------------------------------------------------------------------------------------------

129
130 ! coordinates

131 DOUBLE PRECISION , DIMENSION(ygrid) :: y

132 DOUBLE PRECISION , DIMENSION(zgrid) :: z

133 !---BASIC variables (print -to -file)

134 !-potential vorticity , geostrophic streamfunction , buoyancy , total potential temperature , geostrophic velocity ,

frontogenetic forcing

135 !-ageostrophic streamfunction , ageostrophic velocity components , thermal wind balance , deformation field

136 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: PV , gphi , buoy , U, FF , phi , va, wa , Theta_bg ,TWB , A

137 !---Additional variables (not stored -to -file)

138 ! Boundaries and PV components

139 DOUBLE PRECISION , DIMENSION(2,zgrid) :: PVFF_lateral

140 DOUBLE PRECISION , DIMENSION(ygrid) :: PVFF_surface

141 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: PV_ts , PV_ano , gphi_ts , gphi_ano

142 ! static , inertial and baroclinic frequencies and PVFF=PV*N^2 (only for semigeostrophic case) and vg=A*y

143 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: N2 , F2 , S2, PVFF , vg

144
145 !---Imported PV field parameters

146 !importing cross data sets

147 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: PVin , Ain , surfaceBCin , lateralBCin

148 !import dates

149 CHARACTER (13), DIMENSION (16) :: darray

150 !import domain sizes y and z

151 INTEGER :: y_imp , z_imp

152
153 !---Other

154 INTEGER :: i,j, k=0, it=0, countnegPV =0 !x,y,t_import ,t, # of negative PV

155 DOUBLE PRECISION :: dy , dz , beta , rhoJ , w !dy ,dz ,beta=dy/dz , 2 optimal SOR parameters

156 DOUBLE PRECISION , DIMENSION (6) :: filedata_ini !Write PV fields to file

157 DOUBLE PRECISION , DIMENSION (15) :: filedata_result !Write from -PV -derived fields to file

158 END MODULE Inversion_globalvar

159
160
161
162
163
164
165 ! -----------------------------------------------------------------------------------------------------------------------

166
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167 ! ------------------------------------------------- Supporting Functions ------------------------------------------------

168
169 ! -----------------------------------------------------------------------------------------------------------------------

170
171
172
173
174
175
176
177
178 MODULE Inversion_support

179 USE Inversion_globalvar

180 USE nummethods

181 IMPLICIT NONE

182
183 CONTAINS

184 SUBROUTINE caseselect(input)

185 IMPLICIT NONE

186
187 CHARACTER(LEN =*), INTENT(IN) :: input

188
189 SELECT CASE (input)

190 CASE ("jet")

191 inimodel = input

192 PRINT *, ’Simulation jet -front system chosen:’

193 PRINT *, ’>> Symmetric jet structure is centered at (y,z) = (’, y0, ’,’, z0 , ’) m’

194 PRINT *, ’>> Horizontal length scale : yscale = ’, yscale1 , ’ m’

195 PRINT *, ’>> Vertical length scale : zscale = ’, zscale , ’ m’

196 PRINT *, ’>> Thermal front is in thermal wind balance with chosen jet structure ’

197 CASE ("ano")

198 inimodel = input

199 PRINT *, ’Simulation PV anomaly chosen ’

200 PRINT *, ’>> PV anomaly is centered at (y,z) = (’, y0, ’,’, z0 , ’) m’

201 PRINT *, ’>> Horizontal length scale : yscale = ’, yscale1 , ’ m’

202 PRINT *, ’>> Vertical length scale : zscale = ’, zscale , ’ m’

203 CASE ("imp")

204 inimodel = input

205 PRINT *, ’UNDER CONSTRUCTION!! Not user -friendly enough at the moment ’

206 PRINT *, ’PV field shall be imported from data files ’

207 PRINT *, ’>> Note that the following files are needed:’

208 DO i=1,len(darray)

209 PRINT *, i, ’wref_param_date.txt ’

210 END DO

211 PRINT *, ’>> Where param is 60 for PV , 167 for surface temperature and 131 for jet stream on lateral boundaries ’

212
213 CASE ("QG")

214 SG=. FALSE.

215 CASE ("SG")

216 SG=.TRUE.

217
218 CASE ("y")

219 stratos =.TRUE.

220 CASE ("n")

221 stratos =. FALSE.

222 CASE DEFAULT

223 PRINT *, ’Wrong input: please try again.’

224 STOP

225 END SELECT

226 END SUBROUTINE caseselect

227
228 FUNCTION Data_in_date(no,time)

229 IMPLICIT NONE

230
231 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: Data_in_date

232 CHARACTER(LEN =*) :: no, time

233
234 OPEN (25, file=’Wrefs/wref_ ’//no//’_’// time//’.txt ’)

235 DO j=1,81

236 IF (no==’167’ .AND. (j.NE.1)) THEN

237 Data_in_date (:,j) = 0.d0

238 ELSEIF (no==’1311’) THEN

239 READ (25, *) (Data_in_date(i,j),i=1,2)

240 Data_in_date (3:101 ,j) = 0.d0

241 ELSE

242 READ (25, *) (Data_in_date(i,j),i=1 ,101)
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243 ENDIF

244 END DO

245 CLOSE (25)

246 END FUNCTION Data_in_date

247
248 SUBROUTINE smoothing(param)

249 IMPLICIT NONE

250
251 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: param

252 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: oldparam

253
254 oldparam = param

255 DO i=2,size(y) -1

256 DO j=2,size(z) -1

257 param(i,j) = (oldparam(i-1,j+1)+oldparam(i,j+1)+oldparam(i+1,j+1)+oldparam(i-1,j)+4.d0*oldparam(i,j)+ &

258 oldparam(i+1,j)+oldparam(i-1,j-1)+oldparam(i,j-1)+oldparam(i+1,j-1))/12.d0

259 END DO

260 END DO

261 END SUBROUTINE smoothing

262
263 SUBROUTINE allowoutput ()

264 IMPLICIT NONE

265 IF (int(it/intervalit) == (it*1.d0/intervalit)) THEN

266 outputok = .TRUE.

267 ELSE

268 outputok = .FALSE.

269 ENDIF

270 END SUBROUTINE allowoutput

271
272 ! -------------------------------------------------------------------------

273 ! ------------------------------ PV -inversion routines --------------------

274 ! -------------------------------------------------------------------------

275
276 SUBROUTINE SORrelaxation_PVSG(PVlocal ,PVFF_surfacelocal ,PVFF_lat ,func)

277 !This subroutine is called twice:

278 !- one time for total PV >> SORrelaxation_PVSG (PV , PVFF_surface +g/f,gphi)

279 !- one time for background PV >> SORrelaxation_PVSG (PV_bg ,g/f,gphi_bg)

280 IMPLICIT NONE

281 !extra iteration step for estimation phi including nonlinear terms

282 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(IN) :: PVlocal

283 DOUBLE PRECISION , DIMENSION(ygrid), INTENT(IN) :: PVFF_surfacelocal

284 DOUBLE PRECISION , DIMENSION(2,zgrid), INTENT(IN) :: PVFF_lat

285
286 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(OUT) :: func

287
288 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: func_old

289 INTEGER :: ij, imax =5000

290 DOUBLE PRECISION :: err=1.d-4, anorm , anorm_old , r

291
292 !These relaxation parameters work best for the three configurations :

293 IF (inimodel.NE.’imp ’) THEN

294 r = 0.8d0

295 ELSE

296 r = 0.2d0

297 ENDIF

298
299 !initial streamfunction

300 func_old = 0.d0

301 DO i=1,size(y)

302 DO j=1,size(z)

303 PVFF(i,j) = PVlocal(i,j)*N**2

304 END DO

305 END DO

306 CALL SORrelaxation_BC(PVFF ,PVFF_surfacelocal ,PVFF_lat ,func)

307
308 !SOR above is only QG >> test gphi field here before influence of nonlinear terms come into play!

309 !>>Solution for func is okay here (what you expect from QG)

310 !CALL Testplotting (func -gphi_ts) !gphi_ano is what remains

311
312 !start iterating until nonlinear terms are also represented well enough

313 DO ij=1,imax

314 !correct func using r to avoid overestimation of func. The new func value is a factor r larger than func_old

315 IF (ij .NE. 1) THEN

316 func = func_old + r*(func -func_old)

317 ENDIF

318 !new forcing term including nonlinear terms
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319 anorm = 0.d0

320 anorm_old = 0.d0

321 DO i=1,size(y)

322 DO j=1,size(z) -1

323 !Two important notes here

324 !1. second term is questionable >> use of PVFF_surface which is a parameter that does not change (but is small

anyway ?)

325 !2. Lateral boundary conditions have been included for QG case. Also change this part ??????????????????????????

326 ! >> probably not: lateral BC are arranged in SORrelaxation_BC with input of PVFF on ALL gridpoints !!

327 ! >> PVFF comes from PV and need not to be changed (except z=0) hereunder for guessing the nonlinear terms.

328 ! >> nonlinear terms of PV only make a difference at center of domain!

329 IF (i==1) THEN

330 IF (j==1) THEN

331 PVFF(i,j) = PVlocal(i,j)*N**2 - &

332 f*(( func(i+1,j)-func(i,j)-dy*PVFF_lat(1,j))/(.5d0*dy**2))*(( func(i,j+1)-func(i,j)-dz*PVFF_surfacelocal(i))/(.5d0*

dz**2)) + &

333 0.d0 !f*(( func(i+1,j+1) -func(i+1,j)-func(i,j+1)+func(i,j))/(dy*dz))**2

334 ELSE

335 PVFF(i,j) = PVlocal(i,j)*N**2 - &

336 f*(( func(i+1,j)-func(i,j)-dy*PVFF_lat(1,j))/(.5d0*dy**2))*(( func(i,j+1) -2.d0*func(i,j)+func(i,j-1))/dz**2) + &

337 0.d0 !f*(( func(i+1,j+1) -func(i+1,j -1) -func(i,j+1)+func(i,j -1))/(2. d0*dy*dz))**2

338 ENDIF

339 ELSEIF (i==size(y)) THEN

340 IF (j==1) THEN

341 PVFF(i,j) = PVlocal(i,j)*N**2 - &

342 f*(( func(i-1,j)-func(i,j)+dy*PVFF_lat(2,j))/(.5d0*dy**2))*(( func(i,j+1)-func(i,j)-dz*PVFF_surfacelocal(i))/(.5d0*

dz**2)) + &

343 0.d0 !f*((- func(i-1,j+1)+func(i-1,j)+func(i,j+1) -func(i,j))/(dy*dz))**2

344 ELSE

345 PVFF(i,j) = PVlocal(i,j)*N**2 - &

346 f*(( func(i-1,j)-func(i,j)+dy*PVFF_lat(2,j))/(.5d0*dy**2))*(( func(i,j+1) -2.d0*func(i,j)+func(i,j-1))/dz**2) + &

347 0.d0 !f*((- func(i-1,j+1)+func(i-1,j -1)+func(i,j+1) -func(i,j -1))/(2. d0*dy*dz))**2

348 ENDIF

349 ELSEIF (j==1 .AND. ((i.NE.1) .OR. (i.NE.size(y)))) THEN

350 PVFF(i,j) = PVlocal(i,j)*N**2 - &

351 f*(( func(i+1,j) -2.d0*func(i,j)+func(i-1,j))/dy**2) *(( func(i,j+1)-func(i,j)-dz*PVFF_surfacelocal(i))/(.5d0*dz**2))

+ &

352 f*(( PVFF_surfacelocal(i+1)-PVFF_surfacelocal(i-1))/(2.d0*dy))**2

353 !f*(( func(i+1,j+1) -func(i+1,j)-func(i-1,j+1)+func(i-1,j))/(2. d0*dy*dz))**2

354 ELSE

355 PVFF(i,j) = PVlocal(i,j)*N**2 - &

356 f*(( func(i+1,j) -2.d0*func(i,j)+func(i-1,j))/dy**2) *(( func(i,j+1) -2.d0*func(i,j)+func(i,j-1))/dz**2) + &

357 f*(( func(i+1,j+1)-func(i+1,j-1)-func(i-1,j+1)+func(i-1,j-1))/(4.d0*dy*dz))**2

358 ENDIF

359 anorm = anorm+abs(func(i,j)-func_old(i,j))

360 anorm_old = anorm_old + abs(func_old(i,j))

361 END DO

362 END DO

363 print *, ij , anorm/anorm_old , err

364 IF(anorm .LT. err*anorm_old) RETURN

365
366 !remember some parameters

367 func_old = func

368 !new relaxation step

369 CALL SORrelaxation_BC(PVFF ,PVFF_surfacelocal ,PVFF_lat ,func)

370 END DO

371 PAUSE ’imax exceeded in SORrelaxation_PVSG ’

372 END SUBROUTINE SORrelaxation_PVSG

373
374 SUBROUTINE SORrelaxation_BC(PVFF ,PVFF_surface ,PVFF_lat ,func)

375 IMPLICIT NONE

376 !version where the estimated parameters are NONZERO on the surface boundary

377 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(IN) :: PVFF

378 DOUBLE PRECISION , DIMENSION(ygrid), INTENT(IN) :: PVFF_surface

379 DOUBLE PRECISION , DIMENSION(2,zgrid), INTENT(IN) :: PVFF_lat

380 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(OUT) :: func

381
382 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: a,b,c,d,e,forc ,g

383
384 DO i=1,size(y)

385 DO j=1,size(z)

386 !Calculate coefficients of SG circulation equation

387 IF (i==1) THEN !western lateral B.C.

388 IF (j==1) THEN ! lowerleftcorner of domain

389 c(i,j) = 2.d0*f**2* beta **2

390 d(i,j) = 0.d0
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391 forc(i,j) = (dy**2)*PVFF(i,j) + 2.d0*f**2* beta **2*dz*PVFF_surface(i) + 2.d0*N**2*dy*PVFF_lat(1,j)

392 !ELSEIF (j== size(z)) THEN ! upperleftcorner of domain

393 ! c(i,j) = 0.d0

394 ! d(i,j) = 2.d0*f**2* beta **2

395 ! forc(i,j) = (dy **2)*PVFF(i,j)

396 ELSE

397 c(i,j) = f**2* beta **2

398 d(i,j) = f**2* beta **2

399 forc(i,j) = (dy**2)*PVFF(i,j) + 2.d0*N**2*dy*PVFF_lat(1,j)

400 ENDIF

401 a(i,j) = 2.d0*N**2

402 b(i,j) = 0.d0

403 ELSEIF (i==size(y)) THEN !eastern lateral B.C.

404 IF (j==1) THEN ! lowerrightcorner of domain

405 c(i,j) = 2.d0*f**2* beta **2

406 d(i,j) = 0.d0

407 forc(i,j) = (dy**2)*PVFF(i,j) + 2.d0*f**2* beta **2*dz*PVFF_surface(i) - 2.d0*N**2*dy*PVFF_lat(2,j)

408 !ELSEIF (j== size(z)) THEN ! upperrightcorner of domain

409 ! c(i,j) = 0.d0

410 ! d(i,j) = 2.d0*f**2* beta **2

411 ! forc(i,j) = (dy **2)*PVFF(i,j)

412 ELSE

413 c(i,j) = f**2* beta **2

414 d(i,j) = f**2* beta **2

415 forc(i,j) = (dy**2)*PVFF(i,j) - 2.d0*N**2*dy*PVFF_lat(2,j)

416 ENDIF

417 a(i,j) = 0.d0

418 b(i,j) = 2.d0*N**2

419 ELSEIF (j==1 .AND. ((i.NE.1) .OR. (i.NE.size(y)))) THEN !on surface boundary (except lateral borders)

420 a(i,j) = N**2

421 b(i,j) = N**2

422 c(i,j) = 2.d0*f**2* beta **2

423 d(i,j) = 0.d0

424 forc(i,j) = (dy**2)*PVFF(i,j) + 2.d0*f**2* beta **2*dz*PVFF_surface(i)

425 !ELSEIF (j== size(z) .AND. ((i.NE .1) .OR. (i.NE.size(y)))) THEN !on upper boundary (except lateral borders)

426 ! a(i,j) = N**2

427 ! b(i,j) = N**2

428 ! c(i,j) = 0.d0

429 ! d(i,j) = 2.d0*f**2* beta **2

430 ! forc(i,j) = (dy **2)*PVFF(i,j)

431 ELSE !inner domain

432 a(i,j) = N**2

433 b(i,j) = N**2

434 c(i,j) = f**2* beta **2

435 d(i,j) = f**2* beta **2

436 forc(i,j) = (dy**2)*PVFF(i,j)

437 ENDIF

438 e(i,j) = -2.d0*(N**2+f**2* beta **2)

439 g(i,j) = 0.d0

440 END DO

441 END DO

442
443 !use version 5 of SOR relaxation method including boundary problem

444 CALL SOR_5(a,b,c,d,e,forc ,g,func ,w,ygrid ,zgrid)

445 END SUBROUTINE SORrelaxation_BC

446
447 SUBROUTINE PV_circulation(buoylocal ,Ulocal ,FFlocal ,gphilocal)

448 IMPLICIT NONE

449
450 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid), INTENT(IN) :: gphilocal

451 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid), INTENT(OUT) :: buoylocal , Ulocal , FFlocal

452
453 ! Calculate some fields and write resulting values to file

454 ! geostrophic velocity

455 DO i=1,size(y)

456 IF (i==1) THEN

457 Ulocal(i,:) = -(gphilocal(i+1,:)-gphilocal(i,:))/dy

458 ELSEIF (i==size(y)) THEN

459 Ulocal(i,:) = -(gphilocal(i,:)-gphilocal(i-1,:))/dy

460 ELSE

461 Ulocal(i,:) = -(gphilocal(i+1,:)-gphilocal(i-1,:))/(2.d0*dy)

462 ENDIF

463 END DO

464 !buoyancy

465 DO j=1,size(z)

466 IF (j==1) THEN
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467 buoylocal(:,j) = f*( gphilocal(:,j+1)-gphilocal (:,j))/dz

468 ELSEIF (j==size(z)) THEN

469 buoylocal(:,j) = f*( gphilocal(:,j)-gphilocal(:,j-1))/dz

470 ELSE

471 buoylocal(:,j) = f*( gphilocal(:,j+1)-gphilocal (:,j-1))/(2.d0*dz)

472 ENDIF

473 END DO

474 !lateral conditions (to avoid lateral boundary problems !)

475 ! buoylocal (1 ,:) = buoylocal (2 ,:)

476 ! buoylocal(size(y) ,:) = buoylocal(size(y) -1,:)

477
478 !next: calculate new frontogenetic forcing

479 !Also , check thermal wind balance relation between Ug and buoy:

480 DO i=2,size(y) -1

481 DO j=1,size(z) -1

482 FFlocal(i,j) = Calc_FF2(buoylocal(i-1,j), buoylocal(i+1,j), A(i,j), dy)

483 IF (j.NE.1) TWB(i,j) = (-f*(U(i,j+1)-U(i,j-1))/(2.d0*dz))/(( buoy(i+1,j)-buoy(i-1,j))/(2.d0*dy))

484 !For case -study input

485 IF ( (z(j) >20000) .AND. (abs(FFlocal(i,j)) >0.5d-11) .AND. inimodel==’imp ’) THEN

486 FFlocal(i,j) = 0.5d-11

487 ELSEIF ( (z(j) <=1000) .AND. (abs(FFlocal(i,j)) >0.5d-11) .AND. inimodel==’imp ’) THEN

488 FFlocal(i,j) = 0.d0

489 ENDIF

490 END DO

491 END DO

492 END SUBROUTINE PV_circulation

493
494 SUBROUTINE new_frequencies ()

495 IMPLICIT NONE

496 !adjust the frequency parameters to the new U and buoy fields

497 !useful for input Sawyer -Eliassen equation

498 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: instabilitycheck

499
500 !Static frequency

501 DO j=1,size(z)

502 !N2 comes from isothemal ref. atmosphere + both perturbations (buoy)

503 IF (j==1) THEN

504 N2(:,j) = N**2 + (buoy(:,j+1)-buoy(:,j))/dz

505 ELSEIF (j==size(z)) THEN

506 N2(:,j) = N**2 + (buoy(:,j)-buoy(:,j-1))/dz

507 ELSE

508 N2(:,j) = N**2 + (buoy(:,j+1)-buoy(:,j-1))/(2.d0*dz)

509 ENDIF

510 END DO

511
512 ! Baroclinic and inertial frequency

513 DO i=1,size(y)

514 DO j=1,size(z)

515 IF (i==1 .OR. i==size(y)) THEN

516 S2(i,j) = 0.d0 !db /dy=0

517 F2(i,j) = f**2 !dug/dy=0

518 ELSE

519 S2(i,j) = (buoy(i+1,j)-buoy(i-1,j))/(2.d0*dy)

520 F2(i,j) = f*(f - (U(i+1,j)-U(i-1,j))/(2.d0*dy))

521 ENDIF

522 ! check if SGPV = N^2*F^2-S^4 is greater than 0.

523 ! Or else , Sawyer -Eliassen equation can not be solved

524 instabilitycheck = Calc_PV(N2(i,j),F2(i,j),S2(i,j)**2,y(i),z(j))

525 END DO

526 END DO

527 END SUBROUTINE new_frequencies

528
529 SUBROUTINE SORrelaxation(N2 ,F2,S2 ,FF,phi)

530 IMPLICIT NONE

531 !simpler version where the estimated parameters are ZERO on the surface boundary

532 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(IN) :: N2,F2,S2 ,FF

533 DOUBLE PRECISION , DIMENSION(ygrid , zgrid), INTENT(OUT) :: phi

534
535 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: a,b,c,d,e,forc ,g

536
537 DO i=1,size(y)

538 DO j=1,size(z)

539 ! Calculate coefficients of SG circulation equation

540 a(i,j) = N2(i,j)

541 b(i,j) = N2(i,j)

542 c(i,j) = F2(i,j)*beta **2
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543 d(i,j) = F2(i,j)*beta **2

544 e(i,j) = -2.d0*(N2(i,j)+F2(i,j)*beta **2)

545 forc(i,j) = (dy**2)*FF(i,j)

546 g(i,j) = -.5d0*S2(i,j)*beta

547 END DO

548 END DO

549 CALL SOR_4(a,b,c,d,e,forc ,g,phi ,w,ygrid ,zgrid)

550 END SUBROUTINE SORrelaxation

551
552 SUBROUTINE ageo_circulation ()

553 IMPLICIT NONE

554 ! Calculate ageostrophic wind components

555 !wa

556 DO i=2,size(y) -1

557 wa(i,:) = -(phi(i+1,:)-phi(i-1,:))/(2.d0*dy)

558 END DO

559 !va

560 DO j=1,size(z) -1

561 IF (j==1) THEN

562 va(:,j) = (phi(:,j+1)-phi(:,j))/dz

563 ELSE

564 va(:,j) = (phi(:,j+1)-phi(:,j-1))/(2.d0*dz)

565 ENDIF

566 END DO

567 END SUBROUTINE ageo_circulation

568
569 SUBROUTINE results_to_file ()

570 IMPLICIT NONE

571 DOUBLE PRECISION , DIMENSION (6) :: filedata_ini

572 DOUBLE PRECISION , DIMENSION (15) :: filedata_result

573
574 DO i=1,size(y)

575 DO j=1,size(z) -1

576 !initial PV field

577 filedata_ini = (/ it*1.d0, y(i)*1.d-3, z(j)*1.d-3, 1.d4*PV(i,j), 0.d0 , 0.d0 /)

578 CALL writetofile_small (14, 1, filedata_ini)

579 !resulting field

580 filedata_result = (/ it*1.d0, y(i)*1.d-3, z(j)*1.d-3, gphi(i,j), buoy(i,j), U(i,j), 1.d11*FF(i,j), &

581 phi(i,j), va(i,j), 1.d2*wa(i,j), Theta_bg(i,j)+buoy(i,j)*T0/g, TWB(i,j), 1.d4*N2(i,j), 1.d4*F2(i,j), 1.d4*S2(i,j)

/)

582 CALL writetofile_large (15, filedata_result)

583 END DO

584 ! additional white space

585 WRITE(14,’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8) ’)

586 WRITE(15,’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8) ’)

587 END DO

588 ! additional white space

589 WRITE(14,’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8) ’)

590 WRITE(15, ’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17 .8) ’)

591
592 !close data files

593 IF (it==t1) CLOSE (14)

594 IF (it==t1) CLOSE (15)

595 END SUBROUTINE results_to_file

596
597 SUBROUTINE writetofile_small(filename , interval , dataset)

598 ! generating small datasets (6 columns) used for vectorplots . Interval determines the

599 ! separation of these vectors.

600 IMPLICIT NONE

601 INTEGER , INTENT(IN) :: filename , interval

602 DOUBLE PRECISION , DIMENSION (:) :: dataset

603 !Reduce the dataset such that only the vector arrows on certain gridpoints (seperated by ’interval ’)

604 !are plotted!

605 IF ( (y(i)/interval == int(y(i)/interval)) .AND. (z(j)/interval == int(z(j)/interval)) ) THEN

606 WRITE(filename ,’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8) ’) dataset

607 ELSE

608 dataset (5:6) = 0 !set length of vector arrows to zero (????)

609 WRITE(filename ,’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8) ’) dataset

610 END IF

611 END SUBROUTINE writetofile_small

612
613 SUBROUTINE writetofile_large(filename , dataset)

614 IMPLICIT NONE

615 INTEGER , INTENT(IN) :: filename

616 DOUBLE PRECISION , DIMENSION (:) :: dataset

617

136



618 WRITE(filename ,&

619 ’(e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17.8, e17 .8) ’) dataset

620 END SUBROUTINE writetofile_large

621
622 ! --------------------- - - - FUNCTIONS - - - --------------------------

623 ! INITIAL FUNCTIONS

624 FUNCTION Ujet()

625 IMPLICIT NONE

626 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: Ujet

627 !use circular jet !!

628 DO i=1,size(y)

629 DO j=1,size(z)

630 IF ((y(i)-y0) >=0) THEN

631 Ujet(i,j) = Ujet0*exp(-((y(i)-y0)/Yscale1)**2)*exp(-((z(j)-z0)/Zscale)**2)

632 ELSE

633 Ujet(i,j) = Ujet0*exp(-((y(i)-y0)/Yscale2)**2)*exp(-((z(j)-z0)/Zscale)**2)

634 ENDIF

635 END DO

636 END DO

637 END FUNCTION Ujet

638
639 FUNCTION ini_buoy ()

640 IMPLICIT NONE

641 DOUBLE PRECISION , DIMENSION(ygrid , zgrid) :: ini_buoy

642
643 !Solving TWB relation

644 DO i=1,size(y)

645 DO j=1,size(z)

646 IF ((y(i)-y0) >=0) THEN

647 ini_buoy(i,j) = &

648 (f*2.d0*Ujet0*(z(j)-z0))/( Zscale **2)*exp(-((z(j)-z0)/Zscale)**2)*Yscale1 *.5d0*sqrt(pi)*erf((y(i)-y0)/Yscale1)

649 ELSE

650 ini_buoy(i,j) = &

651 (f*2.d0*Ujet0*(z(j)-z0))/( Zscale **2)*exp(-((z(j)-z0)/Zscale)**2)*Yscale2 *.5d0*sqrt(pi)*erf((y(i)-y0)/Yscale2)

652 ENDIF

653 END DO

654 END DO

655 END FUNCTION ini_buoy

656
657 ! TIME EVOLUTION FUNCTIONS

658
659 FUNCTION Calc_Mg(U, f, y)

660 IMPLICIT NONE

661 DOUBLE PRECISION :: Calc_Mg , U, f, y

662 ! absolute momentum calculation used for calculating a new F2

663 Calc_Mg = U - f*y

664 END FUNCTION Calc_Mg

665
666 FUNCTION Calc_Q(U1 , U2, A, f, T0, g, dz)

667 IMPLICIT NONE

668 DOUBLE PRECISION :: Calc_Q , U1 , U2, A, f, T0, g, dz

669 ! Frontogenetic forcing at new timestep

670 Calc_Q = -A*f*T0*(U2-U1)/(2.d0*g*dz)

671 END FUNCTION Calc_Q

672
673 FUNCTION Calc_FF(U1, U2, A, f, dz)

674 IMPLICIT NONE

675 DOUBLE PRECISION :: Calc_FF , U1, U2, A, f, dz

676 !Total forcing at new timestep

677 Calc_FF = A*f*(U2-U1)/dz

678 !note: factor 2 in denumerator drops here

679 END FUNCTION Calc_FF

680
681 FUNCTION Calc_FF2(b1, b2, A, dy)

682 IMPLICIT NONE

683 DOUBLE PRECISION :: Calc_FF2 , b1, b2, A, dy

684 !Total forcing at new timestep

685 Calc_FF2 = -2.d0*A*(b2-b1)/(2.d0*dy)

686 !note: factor 2 in denumerator drops here

687 END FUNCTION Calc_FF2

688
689 FUNCTION Calc_PV(N_2 ,F_2 ,S_4 , y, z)

690 IMPLICIT NONE

691 DOUBLE PRECISION :: Calc_PV , N_2 , F_2 , S_4 , y, z

692 !q = N^2 F^2 - S^4

693 Calc_PV = N_2*F_2 - S_4
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694 IF(Calc_PV <0) THEN

695 print *, ’coord:’, y, z, ’PV = ’, Calc_PV , ’CANCEL PROGRAM!!’

696 print *, ’--------------------------------------------------’

697 print *, ’N_eff ^2: ’, N_2

698 print *, ’F^2: ’, F_2

699 print *, ’S^4: ’, S_4

700 print *, ’--------------------------------------------------’

701 print *, ’db/dz: ’, N_2 -N**2

702 print *, ’dug/dy: ’, -(F_2 - f**2)/f

703 print *, ’db/dy: ’, sqrt(S_4)

704 print *, ’--------------------------------------------------’

705 ENDIF

706 END FUNCTION Calc_PV

707
708 !version 8: PV functions ---------------------------

709
710 !initial QGPV based on exponential structure of jet (circular)

711 !using different tropopause formulation (local1)

712 FUNCTION ini_PVQG ()

713 IMPLICIT NONE

714 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: ini_PVQG

715
716 DOUBLE PRECISION :: local1 , local2 , local3

717
718 !from analytic expression

719 DO i=1,size(y)

720 DO j=1,size(z)

721 IF ((y(i)-y0) >=0) THEN

722 local2 = -2.d0*Ujet0*exp(-((y(i)-y0)/Yscale1)**2)*exp(-((z(j)-z0)/Zscale)**2)*(y(i)-y0)/( Yscale1 **2) !dug/dy

723 local3 = f*Ujet0*Yscale1*sqrt(pi)*erf((y(i)-y0)/Yscale1)*exp(-((z(j)-z0)/Zscale)**2) *(1.d0 - &

724 2.d0*((z(j)-z0)/Zscale)**2)/( Zscale **2) !db/dz

725 ELSE

726 local2 = -2.d0*Ujet0*exp(-((y(i)-y0)/Yscale2)**2)*exp(-((z(j)-z0)/Zscale)**2)*(y(i)-y0)/( Yscale2 **2) !dug/dy

727 local3 = f*Ujet0*Yscale2*sqrt(pi)*erf((y(i)-y0)/Yscale2)*exp(-((z(j)-z0)/Zscale)**2) *(1.d0 - &

728 2.d0*((z(j)-z0)/Zscale)**2)/( Zscale **2) !db/dz

729 ENDIF

730 ini_PVQG(i,j) = (f/(N**2))*local3 - local2

731 END DO

732 END DO

733
734 END FUNCTION ini_PVQG

735
736 !initial SGPV based on exponential structure of jet

737 !using different tropopause formulation (local1)

738 FUNCTION ini_PVSG ()

739 IMPLICIT NONE

740 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: ini_PVSG

741
742 DOUBLE PRECISION :: local2 , local3 , local4

743
744 !from analytic expression

745 DO i=1,size(y)

746 DO j=1,size(z)

747 IF ((y(i)-y0) >=0) THEN

748 local2 = -2.d0*Ujet0*exp(-((y(i)-y0)/Yscale1)**2)*exp(-((z(j)-z0)/Zscale)**2)*(y(i)-y0)/( Yscale1 **2) !dug/dy

749 local3 = f*Ujet0*Yscale1*sqrt(pi)*erf((y(i)-y0)/Yscale1)*exp(-((z(j)-z0)/Zscale)**2) *(1.d0 - &

750 2.d0*((z(j)-z0)/Zscale)**2)/( Zscale **2) !db/dz

751 local4 = 2.d0*f*Ujet0*exp(-((y(i)-y0)/Yscale1)**2)*(z(j)-z0)/( Zscale **2)*exp(-((z(j)-z0)/Zscale)**2) !db/dy

752 ELSE

753 local2 = -2.d0*Ujet0*exp(-((y(i)-y0)/Yscale2)**2)*exp(-((z(j)-z0)/Zscale)**2)*(y(i)-y0)/( Yscale2 **2) !dug/dy

754 local3 = f*Ujet0*Yscale2*sqrt(pi)*erf((y(i)-y0)/Yscale2)*exp(-((z(j)-z0)/Zscale)**2) *(1.d0 - &

755 2.d0*((z(j)-z0)/Zscale)**2)/( Zscale **2) !db/dz

756 local4 = 2.d0*f*Ujet0*exp(-((y(i)-y0)/Yscale2)**2)*(z(j)-z0)/( Zscale **2)*exp(-((z(j)-z0)/Zscale)**2) !db/dy

757 ENDIF

758 ini_PVSG(i,j) = (f/(N**2))*local3 - local2 - (1.d0/(N**2))*local3*local2 - (1.d0/(f*N**2))*local4 **2

759 END DO

760 END DO

761 END FUNCTION ini_PVSG

762
763 FUNCTION ini_PV3 ()

764 IMPLICIT NONE

765 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: ini_PV3

766
767 !from analytic expression

768 DO i=1,size(y)

769 DO j=1,size(z)
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770 IF ((y(i)-y0) >=0) THEN

771 ini_PV3(i,j) = PVano0*exp(-((y(i)-PVy0)/PVYscale1)**2)*exp(-((z(j)-PVz0)/PVZscale)**2)

772 ELSE

773 ini_PV3(i,j) = PVano0*exp(-((y(i)-PVy0)/PVYscale2)**2)*exp(-((z(j)-PVz0)/PVZscale)**2)

774 ENDIF

775 END DO

776 END DO

777 END FUNCTION ini_PV3

778
779 SUBROUTINE smallest(param)

780 IMPLICIT NONE

781 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid), INTENT(IN) :: param

782 DOUBLE PRECISION :: minim

783
784 !minimal values

785 minim = param (1,1)

786 DO i=1,size(y)

787 DO j=1,size(z)

788 IF (param(i,j) < minim) minim = param(i,j)

789 END DO

790 END DO

791 print *, ’Minimal value SGPV: ’, minim

792 IF (minim <=0.d0) THEN

793 print *, ’PV has negative values somewhere. SGPV -inversion routine not expected to work.’

794 ENDIF

795 END SUBROUTINE smallest

796
797 END MODULE Inversion_support

798
799
800
801 ! -----------------------------------------------------------------------------------------------------------------------

802
803 ! -------------------------------------------------- General subroutines -------------------------------------------

804
805 ! -----------------------------------------------------------------------------------------------------------------------

806
807
808
809
810
811 MODULE Inversion_general

812 USE Inversion_support

813 IMPLICIT NONE

814
815 CONTAINS

816
817 SUBROUTINE Input_user ()

818 IMPLICIT NONE

819
820 CHARACTER(LEN =3) :: input1

821 CHARACTER(LEN =2) :: input2

822 CHARACTER(LEN =1) :: input3

823
824
825 PRINT *, ’Welcome user!’

826 PRINT *, ’Current version: v1.0’

827 PRINT *, ’This program is used for simulating dynamical processes from a PV perspective ’

828 PRINT *, ’For example: frontogenesis or tropopause fold evolution ’

829 PRINT *, ’------------------------------------------------------------’

830
831 PRINT *, ’First , choose your initial problem to simulate:’

832 PRINT *, ’1. Jet -front system (type "jet")’

833 PRINT *, ’2. Symmetric PV anomaly (type "ano")’

834 PRINT *, ’3. Import PV field (type "imp")’

835 READ *, input1

836 PRINT *, ’’

837 CALL caseselect(input1)

838 PRINT *, ’------------------------------------------------------------’

839
840 PRINT *, ’All other fields may be derived numerically using Piecewise PV-Inversion when the following 3 conditions are

met:’

841 PRINT *, ’(I) A reference state has to be chosen for an atmosphere at rest ’

842 PRINT *, ’>> This program uses a linear stratified reference atmosphere where the static stability N^2 is constant.’

843 PRINT *, ’>> N = ’, N, ’ /s’

844 PRINT *, ’’
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845 PRINT *, ’(II) A specific balance condition has to be chosen for the PV perturbations upon reference atmosphere ’

846 PRINT *, ’>> Please choose between: ’

847 PRINT *, ’1. Quasi -Geostrophic balance (typ "QG")’

848 PRINT *, ’2. Semi -Geostrophic balance (typ "SG")’

849 READ *, input2

850 PRINT *, ’’

851 CALL caseselect(input2)

852 IF (input1.NE.’imp ’) THEN

853 PRINT *, ’>> Would you like to include a tropopause? (typ "y" or "n")’

854 READ *, input3

855 PRINT *, ’’

856 CALL caseselect(input3)

857 ENDIF

858 PRINT *, ’(III) The PV inversion problem has to be globally solved with proper boundary conditions ’

859 PRINT *, ’>> The PV inversion algorithm includes the surface and lateral boundary conditions ’

860 PRINT *, ’’

861
862 PRINT *, ’------------------------------------------------------------’

863 PRINT *, ’>> Starting simulation <<’

864 PRINT *, ’------------------------------------------------------------’

865 END SUBROUTINE Input_user

866
867 SUBROUTINE Initialisation ()

868 IMPLICIT NONE

869
870 !Open data file for storing initial PV perturbation values

871 OPEN (14, file=’Tropofold_QGPVinitial_ani.dat ’, ACTION=’WRITE ’)

872 WRITE(14,’(a17 ,a17 ,a17 ,a17 ,a17 ,a17)’) &

873 " --- t (s) -- ", " -- y (km) -- ", " -- z (km) -- ", " PV (1E12s^-4)", " ------------ ", " ------------ "

874
875 !---open data file for storing resulting fields derived from PV perturbations

876 OPEN (15, file=’Tropofold_QGPVresult_ani.dat ’, ACTION=’WRITE ’)

877 WRITE(15,’(a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17 ,a17)’) " --- t (s) -- ", " -- y (km) -- ", &

878 " -- z (km) -- ", " gPhi (m^2/s) ", " buoy (m/s^2) ", " - U  (m/s) - ", " - FF (/s^3)- ", " - Phi (/s) - ", &

879 " - va (m/s) - ", " - wa (m/s) - ", "  -Theta (K)- ", " --- TWB ---  ", " ------------ ", " ------------ ", " 

------------ "

880
881 ! --------------------basic variables part I-------------------------

882 PV = 0.d0

883 PV_ts = 0.d0

884 PV_ano = 0.d0

885 gphi = 0.d0

886 gphi_ts = 0.d0

887 gphi_ano = 0.d0

888 buoy = 0.d0

889 U = 0.d0

890 FF = 0.d0

891 phi = 0.d0

892 va = 0.d0

893 wa = 0.d0

894 TWB = 1.d0

895 A = Aconstant

896
897 PVFF = 0.d0

898 N2 = N**2

899 S2 = 0.d0

900 F2 = f**2

901
902 ! Calculate the optimal spectral radius for largest convergence in SOR

903 !>applying approximation based on ygrid/zgrid ratio

904 rhoJ = 1.d0 - (pi**2) /(2.d0*zgrid **2) + (pi**4) /(24. d0*zgrid **4)

905 !And the resulting over - relaxation parameter for faster convergence

906 w = 2.d0/(1.d0 + sqrt (1.d0 -rhoJ **2))

907
908 ! -------------------------------------------------------

909 !----initialisation depends on chosen configuration !----

910 ! -------------------------------------------------------

911
912 SELECT CASE (inimodel)

913 ! ---------jet/front system case ------------

914 CASE ("jet")

915 dy = domain_y /(ygrid -1.d0)

916 dz = domain_z /(zgrid -1.d0)

917 y = ((/ (i,i=1,size(y)) /) -.5d0*( ygrid +1.d0))*dy

918 z = ((/ (j,j=1,size(z)) /) -1.d0)*dz

919 beta = dy/dz
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920
921 ! stratification depending on tropopause or not

922 DO j=1,size(z)

923 ! continuous tropopause included

924 IF (stratos) THEN

925 PV_ts(:,j) = N**2*(1.5 d0*(1.d0+erf(alpha*(z(j)-z0)))) ! stratosphere PVanomaly

926 ELSE

927 PV_ts(:,j) = N**2

928 ENDIF

929 END DO

930
931 !initial values of perturbation fields

932 buoy = ini_buoy ()

933 U = Ujet()

934 CALL new_frequencies () !check for instability

935 !initial boundary conditions

936 PVFF_surface = buoy (:,1)/f

937 PVFF_lateral (1,:) = -U(1,:)

938 PVFF_lateral (2,:) = -U(size(y) ,:)

939 IF (SG) THEN

940 PV_ano = ini_PVSG ()

941 ELSE

942 PV_ano = ini_PVQG ()

943 ENDIF

944
945 PV = PV_ano+PV_ts

946 ! -------------PV anomaly case ----------------

947 CASE ("ano")

948 dy = domain_y /(ygrid -1.d0)

949 dz = domain_z /(zgrid -1.d0)

950 y = ((/ (i,i=1,size(y)) /) -.5d0*( ygrid +1.d0))*dy

951 z = ((/ (j,j=1,size(z)) /) -1.d0)*dz

952 beta = dy/dz

953
954 ! stratification depending on tropopause or not

955 DO j=1,size(z)

956 ! continuous tropopause included

957 IF (stratos) THEN

958 PV_ts(:,j) = N**2*(1.5 d0*(1.d0+erf(alpha*(z(j)-z0)))) ! stratosphere PVanomaly

959 ELSE

960 PV_ts(:,j) = N**2

961 ENDIF

962 END DO

963
964 !initial values of perturbation fields

965 PV_ano = ini_PV3 ()

966 !initial boundary conditions

967 PVFF_surface = 0.d0

968 PVFF_lateral (1,:) = 0.d0

969 PVFF_lateral (2,:) = 0.d0

970
971 PV = PV_ano+PV_ts

972 ! --------------PV import case --------------------

973 CASE ("imp")

974 !read time_array

975 darray = (/ ’20011108 -0000 ’ , ’20011108 -0600 ’ , ’20011108 -1200 ’ , ’20011108 -1800 ’ ,&

976 ’20011109 -0000 ’ , ’20011109 -0600 ’ , ’20011109 -1200 ’ , ’20011109 -1800 ’ ,&

977 ’20011110 -0000 ’ , ’20011110 -0600 ’ , ’20011110 -1200 ’ , ’20011110 -1800 ’ ,&

978 ’20011111 -0000 ’ , ’20011111 -0600 ’ , ’20011111 -1200 ’ , ’20011111 -1800 ’ /)

979
980 !y_imp specifically chosen for 2001 nov case -study >> change later on

981 y_imp = sqrt ((2.d0*pi *6.371 d6 *(2.315 d1/3.6d2))**2+(2. d0*pi*cos ((4.5d1/3.6d2)*2.d0*pi)*6.371 d6 *(2.508 d1/3.6d2))**2)

982 z_imp = 4.e4

983 dy = y_imp /(ygrid -1.d0)

984 dz = z_imp /(zgrid -1.d0)

985 y = ((/ (i,i=1,size(y)) /) -.5d0*( ygrid +1.d0))*dy

986 !yplot = ((/ (i,i=1,size(y)) /) -1.d0)*10. d0 ! alternative axis: put this in gnuplot script

987 z = ((/ (j,j=1,size(z)) /) -1.d0)*dz

988 beta = dy/dz

989
990 PVin = Data_in_date (’601’,darray (6))

991 !Ain = Data_in_date (’1341’, darray (1))

992 surfaceBCin = Data_in_date (’167’,darray (6))

993 lateralBCin = Data_in_date (’1311’, darray (6))

994 DO i=1,size(y)

995 DO j=1,size(z)
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996 !A(i,j) = dble(Ain(i,j))

997 PV(i,j) = dble(PVin(i,j))

998 PVFF_surface(i) = dble(surfaceBCin(i,1)/f)

999 PVFF_lateral (1,j) = dble(lateralBCin (1,j))

1000 PVFF_lateral (2,j) = dble(lateralBCin (2,j))

1001 !Some modifications on data

1002 IF (PV(i,j) <0) print *, ’negative value for PV(i,j). Coordinates ’, y(i), z(j), ’PV = ’, PV(i,j)

1003 IF (PV(i,j) <0) PV(i,j) = 0.d0

1004 IF (j==0) PVFF_lateral (:,j) = 0.d0 !on surface boundary: ug = 0 at lateral boundaries

1005 END DO

1006 END DO

1007
1008 !get rid of PV anomalies above 20km

1009 DO j=41,size(z)

1010 PV(:,j) = sum(PV(:,j))/size(y)

1011 PVFF_lateral (:,j) = 0.d0

1012 END DO

1013
1014 ! Smoothing of noisy import fields by horizontal averaging

1015 !CALL smoothing (A)

1016
1017 ! calculating fields at timestep it

1018 print *, ’timestep = ’, darray (1), ’. end time = ’, darray(it)

1019 END SELECT

1020
1021 ! --------------------basic variables part II -------------------------

1022 ! information on PV , y and z needed here

1023 DO i=1,size(y)

1024 DO j=1,size(z) ! potential temperature profile for reference atmosphere only

1025 Theta_bg(i,j) = T0*(exp((g*z(j))/(R*T0)))**(R/cp)

1026 vg(i,j) = -A(i,j)*y(i)

1027 IF (.NOT. SG) PVFF(i,j) = PV(i,j)*N**2

1028 IF ((.NOT. SG) .AND. (inimodel==’imp ’)) PVFF(i,j) = (PV(i,j)-f)*N**2

1029 END DO

1030 END DO

1031
1032 !minimal values

1033 CALL smallest(PV+f)

1034
1035 PRINT *, ’Initialisation complete ’

1036 END SUBROUTINE Initialisation

1037
1038
1039
1040 SUBROUTINE Initialisation_dt ()

1041 IMPLICIT NONE

1042
1043 CALL allowoutput () !check if results may be printed to file for this timestep

1044
1045 ! -------------------------------------------------------

1046 !----PV adjustment depends on chosen configuration !----

1047 ! -------------------------------------------------------

1048
1049 SELECT CASE (inimodel)

1050 ! ----------------------------------------------------jet/front system case --------------------------------

1051 CASE ("jet")

1052 print *, ’timestep = ’, it , ’t1 = ’, t1

1053
1054 PVFF_lateral (1,:) = -U(1,:)

1055 PVFF_lateral (2,:) = -U(size(y) ,:)

1056 ! ----------------------------------------------------PV anomaly case ----------------------------------------

1057 CASE ("ano")

1058 print *, ’timestep = ’, it , ’t1 = ’, t1

1059
1060 PVFF_lateral (1,:) = -U(1,:)

1061 PVFF_lateral (2,:) = -U(size(y) ,:)

1062 ! ----------------------------------------------------PV import case -----------------------------------------

1063 CASE ("imp")

1064 IF (outputok) k = (it)/(6*dt)

1065
1066 !print info to screen

1067 IF (.NOT. outputok) print *, ’------- time: ’, darray(k+1), ’ +’, (it-k*21600) /(3600) , ’hours -------’

1068 IF (outputok) print *, ’timestep = ’, darray(k+1), ’. t1 = ’, darray (16)

1069
1070 !import new deformation field and boundary conditions every 6 hours (when outputok=true)

1071 IF (outputok) THEN
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1072 !Ain = Data_in_date (’1341’, darray(k))

1073 surfaceBCin = Data_in_date (’167’,darray(k+1))

1074 lateralBCin = Data_in_date (’1311’, darray(k+1))

1075 DO i=1,size(y)

1076 DO j=1,size(z)

1077 !A = dble(Ain)

1078 PVFF_surface(i) = dble(surfaceBCin(i,1)/f)

1079 PVFF_lateral (1,j) = dble(lateralBCin (1,j))

1080 PVFF_lateral (2,j) = dble(lateralBCin (2,j))

1081 IF (PV(i,j) <0) print *, ’negative value for PV(i,j): ’,PV(i,j)

1082 IF (PV(i,j) <0) PV(i,j) = 0.d0

1083 IF (j==0) PVFF_lateral (:,j) = 0.d0 !on surface boundary: ug = 0 at lateral boundaries

1084 END DO

1085 END DO

1086
1087 !apply smoothing on noisy fields

1088 !CALL smoothing (A)

1089
1090 !Some modifications on data

1091 DO j=41,size(z) !get rid of PV anomalies above 20km

1092 PV(:,j) = sum(PV(:,j))/size(y)

1093 PVFF_lateral (:,j) = 0.d0

1094 END DO

1095 ENDIF

1096 END SELECT

1097
1098 ! --------------------Some modifications -------------------------

1099 DO i=1,size(y)

1100 DO j=1,size(z)

1101 !Some modifications on data

1102 IF((PV(i,j)+f)<0 .AND. SG) THEN ! nonlinear inversion equation only solvable for SGPV >=0

1103 print *, ’coord:’, y(i), z(j), ’SGPV = ’, f+PV(i,j)

1104 !PV(i,j) = 0.d0 !solution for negative SGPV problem

1105 ENDIF

1106 vg(i,j) = -A(i,j)*y(i)

1107 IF (.NOT. SG) PVFF(i,j) = PV(i,j)*N**2

1108 IF ((.NOT. SG) .AND. (inimodel==’imp ’)) PVFF(i,j) = (PV(i,j)-f)*N**2 !take absolute vorticity instead of relative

1109 END DO

1110 END DO

1111
1112 !minimal values

1113 CALL smallest(PV+f)

1114 END SUBROUTINE Initialisation_dt

1115 END MODULE Inversion_general
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PVinversion numroutines.f90

1116 MODULE nummethods

1117 USE Inversion_globalvar

1118 IMPLICIT NONE

1119
1120 CONTAINS

1121 ! ----------------------------------------------------------------------------------------------------------------

1122 ! ----------------------------------- Successive Over -Relaxation ---------------------------------------------------

1123 ! ----------------------------------------------------------------------------------------------------------------

1124
1125
1126 !--- simplest form useful when parameter (phi) is 0 on all boundaries . Iteration takes place on whole domain EXCEPT

boundaries

1127 SUBROUTINE SOR_4(a,b,c,d,e,forc , g, phi , omega , gs1 , gs2)

1128 IMPLICIT NONE

1129 !Routine for SOR method in simplest form , based on given example in

1130 !’numerical recipes ’ H19.

1131 !No Chebyshev acceleration and odd -even ordening applied here.

1132 !>>version 4: simple form that can be used if phi =0 on all boundaries

1133 !input variables

1134 INTEGER :: maxits , gs1 , gs2 !size of grid space (ygrid , zgrid)

1135 ! relaxation parameter omega (constant), coefficients of equation a,b,c,d,e,f

1136 !initial guess phi and error threshold value

1137 DOUBLE PRECISION :: a(gs1 ,gs2),b(gs1 ,gs2),c(gs1 ,gs2),d(gs1 ,gs2) &

1138 ,e(gs1 ,gs2),forc(gs1 ,gs2), g(gs1 ,gs2), phi(gs1 ,gs2), err

1139 !maximum iterations and threshold value

1140 PARAMETER (maxits =10000 , err =1.d-3)

1141 ! Remaining variables only used in subroutine

1142 INTEGER :: i, ipass ,j,l,n

1143 DOUBLE PRECISION :: anorm , anormf , omega ,resid , anormf_test

1144
1145 !compute initial norm of residual (with threshold value err)

1146 anormf = 0.d0

1147 DO j=2,gs1 -1

1148 DO l=2,gs2 -1

1149 !assume here that initial value (of phi) is zero and

1150 !calculate norm of total forcing over whole grid space

1151 anormf = anormf + abs(forc(j,l))

1152 END DO

1153 END DO

1154
1155 !Now iterate until the error between the total field that corresponds to forcing f

1156 !and the numerical solution is less than ERR.

1157 DO n=1,maxits

1158 anorm =0.d0

1159 DO j=2,gs1 -1

1160 DO l=2, gs2 -1

1161 resid = a(j,l)*phi(j+1,l)+b(j,l)*phi(j-1,l)+c(j,l)*phi(j,l+1)+d(j,l)*phi(j,l-1) &

1162 + e(j,l)*phi(j,l)-forc(j,l)+g(j,l)*(phi(j+1,l+1)-phi(j+1,l-1)+phi(j-1,l-1)-phi(j-1,l+1))

1163 anorm = anorm+abs(resid)

1164 ! calculate new solution based on norm of residual

1165 phi(j,l) = phi(j,l)-omega*resid/e(j,l)

1166 END DO

1167 END DO

1168 !print *, n, anorm/anormf , err

1169 IF(anorm .LT. err*anormf) RETURN

1170 END DO

1171
1172 PAUSE ’maxits exceeded in SOR ’

1173 END SUBROUTINE SOR_4

1174
1175 !--- Routine INCLUDING 3 or 4 boundary conditions (surface and lateral boundaries and optional: upper boundary ).

1176 !--- Iteration takes place on whole domain INCLUDING boundaries

1177 SUBROUTINE SOR_5(a,b,c,d,e,forc , g, phi , omega , gs1 , gs2)

1178 IMPLICIT NONE

1179 !Routine for SOR method in simplest form , based on given example in

1180 !’numerical recipes ’ H19.

1181 !No Chebyshev acceleration and odd -even ordening applied here.

1182 !>>version 5: including lateral and surface and upper boundary conditions

1183
1184 !input variables

1185 INTEGER :: maxits , gs1 , gs2 !size of grid space (ygrid , zgrid)

1186 ! relaxation parameter omega (constant), coefficients of equation a,b,c,d,e,f

1187 !initial guess phi and error threshold value

1188 DOUBLE PRECISION :: a(gs1 ,gs2),b(gs1 ,gs2),c(gs1 ,gs2),d(gs1 ,gs2) &

1189 ,e(gs1 ,gs2),forc(gs1 ,gs2), g(gs1 ,gs2), phi(gs1 ,gs2), err
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1190 !maximum iterations and threshold value

1191 PARAMETER (maxits =100000 , err =1.d-3)

1192 ! Remaining variables only used in subroutine

1193 INTEGER :: i, ipass ,j,l,n

1194 DOUBLE PRECISION :: anorm , anormf , omega ,resid

1195
1196 !compute initial norm of residual (with threshold value err)

1197 anormf = 0.d0

1198 DO j=1,gs1

1199 DO l=1,gs2 -1

1200 !assume here that initial value (of phi) is zero and

1201 ! calculate norm of total forcing over whole grid space

1202 anormf = anormf + abs(forc(j,l))

1203 END DO

1204 END DO

1205
1206 !Now iterate until the error between the total field that corresponds to forcing f

1207 !and the numerical solution is less than ERR.

1208 DO n=1,maxits

1209 anorm =0.d0

1210 DO j=1,gs1

1211 DO l=1,gs2 -1

1212 IF (j==1) THEN !on western lateral boundary

1213 IF (l==1) THEN ! lowerleftcorner of domain

1214 resid = a(j,l)*phi(j+1,l)+c(j,l)*phi(j,l+1)+e(j,l)*phi(j,l)-forc(j,l)

1215 !ELSEIF (l== gs2) THEN ! upperleftcorner of domain

1216 ! resid = a(j,l)*phi(j+1,l)+d(j,l)*phi(j,l -1)+e(j,l)*phi(j,l)-forc(j,l)

1217 ELSE

1218 resid = a(j,l)*phi(j+1,l)+c(j,l)*phi(j,l+1)+d(j,l)*phi(j,l-1)+e(j,l)*phi(j,l)-forc(j,l)

1219 ENDIF

1220 ELSEIF (j==gs1) THEN !on eastern lateral boundary

1221 IF (l==1) THEN ! lowerrightcorner of domain

1222 resid = b(j,l)*phi(j-1,l)+c(j,l)*phi(j,l+1)+e(j,l)*phi(j,l)-forc(j,l)

1223 !ELSEIF (l== gs2) THEN ! upperrightcorner of domain

1224 ! resid = b(j,l)*phi(j-1,l)+d(j,l)*phi(j,l -1)+e(j,l)*phi(j,l)-forc(j,l)

1225 ELSE

1226 resid = b(j,l)*phi(j-1,l)+c(j,l)*phi(j,l+1)+d(j,l)*phi(j,l-1)+e(j,l)*phi(j,l)-forc(j,l)

1227 ENDIF

1228 ELSEIF (l==1 .AND. ((j.NE.1) .OR. (j.NE.gs1))) THEN !on surface boundary (except lateral corners)

1229 resid = a(j,l)*phi(j+1,l)+b(j,l)*phi(j-1,l)+c(j,l)*phi(j,l+1)+e(j,l)*phi(j,l)-forc(j,l)

1230 !ELSEIF (l== gs2 .AND. ((j.NE .1) .OR. (j.NE.gs1))) THEN !on upper boundary (except lateral corners)

1231 ! resid = a(j,l)*phi(j+1,l)+b(j,l)*phi(j-1,l)+d(j,l)*phi(j,l -1)+e(j,l)*phi(j,l)-forc(j,l)

1232 ELSE !inner domain

1233 resid = a(j,l)*phi(j+1,l)+b(j,l)*phi(j-1,l)+c(j,l)*phi(j,l+1)+d(j,l)*phi(j,l-1)+e(j,l)*phi(j,l)-forc(j,l)

1234 ENDIF

1235 anorm = anorm+abs(resid)

1236 !calculate new solution based on norm of residual

1237 phi(j,l) = phi(j,l)-omega*resid/e(j,l)

1238 END DO

1239 END DO

1240 !print *, n, anorm/anormf , err

1241 IF(anorm .LT. err*anormf) RETURN

1242 END DO

1243 PAUSE ’maxits exceeded in SOR ’

1244 END SUBROUTINE SOR_5

1245
1246 ! ----------------------------------------------------------------------------------------------------------------

1247 ! -----------------------------------Runge -Kutta 4th order --------------------------------------------------------

1248 ! ----------------------------------------------------------------------------------------------------------------

1249
1250 !Central domain

1251 SUBROUTINE rk4_PVfield ()

1252 IMPLICIT NONE

1253 !Given a parabolic (time - dependent) p.d.e. solve it through Runge -Kutta

1254 !for func from t0 till t1. The tendency of func equals rhs (i.e. the

1255 !righthand side of function)

1256
1257 !The fourth order method consists of four phases

1258 !After each phase the rhs of the p.d.e. needs to be updated.

1259
1260 !temporary

1261 DOUBLE PRECISION , DIMENSION(ygrid ,zgrid) :: k1, k2, k3, k4, rhs , PV_old

1262
1263 PV_old = PV-PV_ts

1264 !rhs at t0

1265 rhs = Calc_PVrhs(PV_old)
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1266
1267 !first phase

1268 k1 = dt*rhs

1269 !calculate new rhs for next phase

1270 rhs = Calc_PVrhs(PV_old +.5d0*k1)

1271
1272 !second phase

1273 k2 = dt*rhs

1274 !calculate new rhs for next phase

1275 rhs = Calc_PVrhs(PV_old +.5d0*k2)

1276
1277 !third phase

1278 k3 = dt*rhs

1279 !calculate new rhs for next phase

1280 rhs = Calc_PVrhs(PV_old+k3)

1281
1282 !fourth phase

1283 k4 = dt*rhs

1284
1285 !calculate new function at t=t0+tau=t1 using intermediate time evaluations

1286 !given by the four k’s

1287 PV = PV_ts + PV_old + (1.d0/6.d0)*(k1+2.d0*k2+2.d0*k3+k4)

1288 END SUBROUTINE rk4_PVfield

1289
1290 !Surface boundary

1291 SUBROUTINE rk4_PVsurface ()

1292 IMPLICIT NONE

1293 !Given a parabolic (time - dependent) p.d.e. solve it through Runge -Kutta

1294 !for func from t0 till t1. The tendency of func equals rhs (i.e. the

1295 !righthand side of function)

1296
1297 !The fourth order method consists of four phases

1298 !After each phase the rhs of the p.d.e. needs to be updated.

1299
1300 !temporary

1301 DOUBLE PRECISION , DIMENSION(ygrid) :: k1 , k2, k3, k4, rhs , PVFF_surface_old

1302
1303 PVFF_surface_old = PVFF_surface

1304 !rhs at t0

1305 rhs = Calc_PVFFsurfacerhs(PVFF_surface_old)

1306
1307 !first phase

1308 k1 = dt*rhs

1309 !calculate new rhs for next phase

1310 rhs = Calc_PVFFsurfacerhs(PVFF_surface_old +.5d0*k1)

1311
1312 !second phase

1313 k2 = dt*rhs

1314 !calculate new rhs for next phase

1315 rhs = Calc_PVFFsurfacerhs(PVFF_surface_old +.5d0*k2)

1316
1317 !third phase

1318 k3 = dt*rhs

1319 !calculate new rhs for next phase

1320 rhs = Calc_PVFFsurfacerhs(PVFF_surface_old+k3)

1321
1322 !fourth phase

1323 k4 = dt*rhs

1324
1325 !calculate new function at t=t0+tau=t1 using intermediate time evaluations

1326 !given by the four k’s

1327 PVFF_surface = PVFF_surface_old + (1.d0/6.d0)*(k1+2.d0*k2+2.d0*k3+k4)

1328 END SUBROUTINE rk4_PVsurface

1329
1330 !Function calculating right -hand -side of PV conservation equation

1331 FUNCTION Calc_PVrhs(dPV)

1332 IMPLICIT NONE

1333 DOUBLE PRECISION , DIMENSION (:,:), INTENT(IN) :: dPV

1334 DOUBLE PRECISION , DIMENSION(size(y),size(z)) :: Calc_PVrhs

1335
1336 DOUBLE PRECISION :: SGterm , QGterm

1337
1338 ! q does not change on y- boundaries and at z=50 km. It does! at z=0

1339 !on surface z=0

1340 DO i=2,size(y) -1

1341 QGterm = -vg(i,j)*(dPV(i+1,1)-dPV(i-1,1))/(2.d0*dy)
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1342 SGterm = -va(i,1)*(dPV(i+1,1)-dPV(i-1,1))/(2.d0*dy) - wa(i,1)*(dPV(i,2)-dPV(i,1))/dz

1343 IF (SG) THEN

1344 Calc_PVrhs(i,1) = QGterm + SGterm

1345 ELSE

1346 Calc_PVrhs(i,1) = QGterm

1347 ENDIF

1348 END DO

1349
1350 DO i=2,size(y) -1

1351 DO j=2,size(z) -1

1352 QGterm = -vg(i,j)*(dPV(i+1,j)-dPV(i-1,j))/(2.d0*dy)

1353 SGterm = -va(i,j)*(dPV(i+1,j)-dPV(i-1,j))/(2.d0*dy) - wa(i,j)*(dPV(i,j+1)-dPV(i,j-1))/(2.d0*dz)

1354 IF (SG) THEN

1355 Calc_PVrhs(i,j) = QGterm + SGterm

1356 ELSE

1357 Calc_PVrhs(i,j) = QGterm

1358 ENDIF

1359 END DO

1360 END DO

1361 END FUNCTION Calc_PVrhs

1362
1363 FUNCTION Calc_PVFFsurfacerhs(PV_surface)

1364 IMPLICIT NONE

1365 DOUBLE PRECISION , DIMENSION (:), INTENT(IN) :: PV_surface

1366 DOUBLE PRECISION , DIMENSION(size(y)) :: Calc_PVFFsurfacerhs

1367
1368 DOUBLE PRECISION :: SGterm , QGterm

1369
1370 DO i=2,size(y) -1

1371 QGterm = -vg(i,1)

1372 SGterm = -va(i,1)

1373 IF (SG) THEN

1374 Calc_PVFFsurfacerhs(i) = (QGterm+SGterm)*( PV_surface(i+1)-PV_surface(i-1))/(2.d0*dy)

1375 ELSE

1376 Calc_PVFFsurfacerhs(i) = QGterm *( PV_surface(i+1)-PV_surface(i-1))/(2.d0*dy)

1377 ENDIF

1378 END DO

1379 END FUNCTION Calc_PVFFsurfacerhs

1380 END MODULE nummethods
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