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ABSTRACT

Substantial interannual to decadal variability is observed in the properties of subtropical mode water of the
North Atlantic. In this study the response of mode water to stochastic atmospheric forcing is investigated in a
numerical model.

In a series of experiments the response is studied to different components of stochastic atmospheric forcing,
such as wind stress, freshwater flux, and heat flux. The numerical model consists of an isopycnal ocean model
with explicit mixed layer physics. The stochastic forcing is superimposed on the climatological forcing. The
stochastic forcing function has an idealized form, but the amplitude, the spatial, and the temporal variability
are based on observations. When a stochastic heat flux is applied, an atmospheric anomaly model is coupled to
the ocean model. The geometry of the model is idealized and mimics the subtropical gyre of the North Atlantic.

The stochastic wind stress forcing excites an internal mode in the mode water layer of the model. The response
is characterized by the propagation of baroclinic waves. The spectrum of the response to stochastic freshwater
flux is red.

In the coupled model the stochastic heat flux forcing generates variability characterized by a dipole pattern
in the mode water. The spectrum of the response is red and dominates the response to the stochastic wind stress
and freshwater flux. The response is damped by an atmospheric feedback that consists of anomalous heat fluxes,
depending on the SST anomalies generated by the stochastic forcing itself.

Only stochastic heat flux forcing can generate mode water variability of the observed amplitude. A preferred
timescale in mode water variability should be contained in the forcing itself or it may result from modes that
could not be simulated by the present model.

1. Introduction

The climate system exhibits variability on many time-
scales. However, the spectra of continuous climate time
series tend to have increasing variance at decreasing
frequency. The mechanisms for generating low-fre-
quency climate variability are not clear and are the sub-
ject of many present-day climate studies.

A possible mechanism for climate variability has been
presented by Hasselmann (1976). In his stochastic cli-
mate model, the climate system is described as a slowly
evolving subsystem forced by high-frequency weather
fluctuations. The model describes a random walk pro-
cess. The variance of the slowly evolving climate var-
iables (e.g., ocean properties) grows in time, which re-
sults in red noise spectra. At low frequencies climate
spectra flatten due to dissipation or negative feedback
processes.

Observed climate spectra exhibit peaks above the red
noise spectrum. These peaks may be the result of in-
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ternal resonances or positive feedback processes. Sto-
chastic forcing can excite internal modes of variability
that are linearly damped oscillatory eigenmodes under
steady forcing (Griffies and Tziperman 1995). Further-
more, spatial resonances between dominant modes of
surface fluxes and oceanic modes may excite internal
oceanic variability as shown by Saravanan and Mc-
Williams (1997). Saravanan and McWilliams (1998)
showed that peaks may arise when ocean advection and
coherent atmospheric forcing are considered in Hassel-
mann’s model. The variability is generated when non-
local advective effects dominate the local damping. In
their analytical model no intrinsic oscillatory modes are
necessary to generate peaks in climate spectra.

The stochastic climate model has been used in many
studies as a framework to investigate low-frequency var-
iability of the ocean (e.g., Hall and Manabe 1997). Also,
the ability of the forcing to excite internal modes of
variability in the ocean has been investigated (e.g.,
Weisse et al. 1994). In the present study, the concept of
stochastic climate models is applied to investigate var-
iability in subtropical mode water. Subtropical mode
water (henceforth mode water) is a subsurface water
mass characterized by its vertical homogeneity in tem-
perature and salinity. At Panulirus Station, near Ber-
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FIG. 1. Annually averaged sea surface salinity (psu).

muda pronounced interannual to decadal variability in
mode water is observed (Talley and Raymer 1982; Joyce
and Robbins 1996).

Mode water is formed south of the Gulf Stream ex-
tension by subduction from the mixed layer. During
spring when the mixed layer detrains, well-mixed water
transfers to the thermocline. Since the mixed layer depth
is largely determined by surface fluxes, local air–sea
interaction might generate mode water variability. Tal-
ley and Raymer (1982) related the observed mode water
variability to the observed variability in the heat flux
in the formation region of mode water. A weak corre-
lation was found, which led to the speculation that a
storage mechanism might be operative. Dickson et al.
(1996) suggested that convection in the Labrador,
Greenland, and Sargasso Seas is driven by large-scale
atmospheric variability. The dominant mode of vari-
ability of the atmosphere in the North Atlantic region
is characterized by a dipole pattern in the pressure dis-
tribution. This mode is known as the North Atlantic
oscillation (NAO). Hazeleger and Drijfhout (1998, here-
after HD98) investigated mode water variability in re-
lation to the NAO. A numerical ocean model was forced
with anomalous forcing of the observed amplitude and
timescale. The response of the mode water in the model
was realistic. Local air–sea interaction mechanisms in
conjunction with the storage mechanism could explain
the response. However, discrepancies between model
results and observations remained. Also, it was not clear
to what extent other physical mechanisms could gen-
erate a similar response.

In the present study, an isopycnic primitive equation
model of an idealized North Atlantic subtropical gyre
is used. The model includes mixed layer physics and is
coupled to an atmospheric anomaly model. The model
is driven by a stochastic forcing superimposed on the
climatological forcing. Experiments are performed with
a stochastic wind stress, a stochastic freshwater flux,
and a stochastic heat flux, both separately and together.
The amplitude and decorrelation time of the stochastic
forcing are estimated from observed variations in the
wind, precipitation, and heat flux. In this study we assess
the contribution of this type of air–sea interaction to the
observed mode water variability. Spatial and temporal
variability in the mode water layer of the numerical
model is analyzed within the framework of stochastic
climate models. Furthermore, the results are compared
with the response to anomalous forcings in the same
model as presented by HD98.

In the next section the numerical ocean model, the
atmospheric anomaly model, and the stochastic forcing
are described. The results of the integrations with the
different stochastic forcing types are presented in sec-
tion 3. In section 3a the response to stochastic wind
stress forcing is discussed and in section 3b the results
of the stochastic freshwater flux forcing experiment are
presented. The results of the integration with a stochastic

heat flux is discussed in section 3c. In section 4 the
results are summarized and conclusions are drawn.

2. Numerical model and forcing

a. The ocean model

Mode water is a distinct water mass. The advantage
of layer models, among others, is the unambiguous def-
inition of water masses. In this study we use an iso-
pycnic primitive equation ocean model. The model is
based on the isopycnic model of Bleck et al. (1989).
The model has been described by Drijfhout (1994) and
HD98. The version used in this study has seven iso-
pycnic layers. Because mode water is formed by sub-
duction from the mixed layer, a nonisopycnic bulk
mixed layer is coupled to the isopycnic model according
to Bleck et al. (1989).

A linear equation of state is used. In the experiment
with a stochastic wind stress forcing, salinity is kept
constant. The density difference between the isopycnal
layers is equivalent to a temperature difference of 48C.
The deepest layer has a temperature of 28C. In the ex-
periments that include a stochastic freshwater flux, sa-
linity is allowed to vary. In the isopycnal layers salinity
is advected and diffused. By the constraint of density
conservation in the isopycnal layers, temperature is cal-
culated as a residual (Bleck et al. 1992). The density
differences between the isopycnal layers are the same
as in the isothermal version of the model. The geometry
of the model is idealized. The rectangular domain (e.g.,
Fig. 1 and HD98) captures the main features of the North
Atlantic subtropical gyre. Due to the coarse horizontal
resolution (74 km) eddies are not resolved. The maxi-
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FIG. 2. Averaged heat flux (in W m22) diagnosed from the run
with restoring boundary conditions.

mum depth is 4000 m. At the western boundary topog-
raphy mimics the continental shelf break (see Drijfhout
1994).

In the uncoupled version of the model, the temper-
ature is restored to a zonally averaged, seasonal varying
apparent temperature. The restoring timescale for SST
is 20 days for a mixed layer of 50 m, otherwise pro-
portional to the mixed layer depth. In some experiments
a freshwater flux is diagnosed from an additional spinup
with restoring boundary conditions for salinity. The
same restoring timescale as for temperature was chosen.
This is a very rudimentary way to parameterize the
buoyancy fluxes. It mimics that the SST feeds back on
the heat flux, while sea surface salinity does not affect
the freshwater flux.

We refer to HD98 for a detailed discussion on the
limitations of the model. Among the shortcomings of
the model is the small domain. At the latitude of the
Gulf Stream, the basin is three times smaller than the
real Atlantic basin. In order to obtain a realistic transport
and advective timescale in the gyre we increased the
wind stress by a factor of 3 and shortened the seasonal
cycle correspondingly. This will lead to an increase in
instantaneous Ekman pumping and subduction. How-
ever, due to the shortened seasonal cycle, the actual
transfered amount of water between the mixed layer and
the subsurface layers will be correct. When applying a
stochastic forcing, the shortening of the seasonal cycle
has been taken into account.

The version of the model including salinity variations
was initialized from the equilibrium state (1000 years
spinup) of the isothermal model with a constant salinity
of 35 psu. The model was spun up under restoring
boundary conditions for salinity and temperature for an
extra 200 years. Then, the freshwater flux was diagnosed
and the model was run with mixed boundary conditions
for another 200 years. No internal variability occurred
during the additional spinup. The sea surface salinity of
the equilibrium state is shown in Fig. 1. The main fea-
tures of the observed salinity distribution in the North
Atlantic subtropical gyre are present. There is a gradient
at the latitude of the Gulf Stream. A pool with high
salinities is found in the subtropical gyre. Note that the
maximum salinity in the subtropics is smaller than ob-
served (36.1 psu instead of 36.5 psu). This is caused
by the small, closed basin and the demand that the in-
tegrated freshwater flux has to vanish to ensure salinity
conservation. This implies a strong freshwater flux in
the north. The forcing is chosen to yield a realistic gra-
dient. In reality, the freshwater flux at the surface is
negative for this region. This is compensated by a fresh-
water transport through the boundaries. Such a fresh-
water balance cannot be simulated by the present model.

In the isothermal version of the model the 188C layer
is the thickest subsurface layer. The layer covers the
subtropical gyre. The outcrop of the 188C layer is po-
sitioned near the Gulf Stream front. This layer is the
model equivalent of mode water. For further details on

the parameters of the ocean model and general features
of the model solution, we refer to HD98.

b. The atmospheric anomaly model

The restoring boundary conditions for the heat flux
strongly damp SST anomalies. In order to model air–
sea interaction in a more realistic way, an atmospheric
anomaly model is coupled to the ocean model according
to Luksch and von Storch (1992). In this model the SST
anomalies feed back to the thermal forcing.

In the coupled model the ocean is forced with cli-
matological mean heat fluxes modified by air temper-
ature tendencies. The mean heat fluxes are diagnosed
after the spinup with restoring boundary conditions (Fig.
2). The mean heat flux shows cooling in the Gulf Stream
region and in the North. The amplitude of the forcing
is close to observations (see Wright 1988). The anom-
alous air temperature tendencies are derived using an
advective model for the atmosphere (Luksch and von
Storch 1992):

]T9 2Q9a H5 2u · =T9 2 u9 · =(T 1 T9) 1a a a a a]t r c Ha pa A

21 k¹ T9. (1)a

Here, the subscript a applies to atmospheric quantities.
Anomalies are denoted by a prime. A diffusion of T9a
is incorporated to parameterize unresolved processes.
The diffusivity is k 5 1.6 3 104 m s21; ra is the density
of air, cpa the specific heat of air, and HA is the height
of the homogeneous atmosphere. The latter is the height
of the atmospheric mixed layer, which is typically 1000
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FIG. 3. Spectra of observed wind stress at 338N, 228W (solid line)
obtained during the Subduction Experiment (daily sampled data from
6 Dec 1991 to 16 Dec 1993 courtesy of N. Brink, WHOI) and wind
stress obtained with the stochastic forcing function [Eq. (6)] (stip-
pled).

m. The anomalous air temperature is forced by an anom-
alous heat flux, which is determined with a drag relation:

5 racpacHe |ua|( 2 ),Q9 T9 T9H a oc (2)

where cH 5 1.3 3 1023 is the drag coefficient and T9oc

is the difference between the simulated SST and the
SST diagnosed after the spinup. Here e is the ratio of
the total heat flux to the sensible heat flux, which is
chosen to be 4 (see Drijfhout and Walsteijn 1998). The
same anomalous heat flux (of the opposite sign) is added
to the mean heat flux forcing to force the temperature
in the mixed layer of the ocean. The atmospheric wind
consists of a mean part u a and an anomalous part ,u9a
which is obtained by the thermal wind relation:

R ]T9 pa 0u9 5 2 ln (3)a 1 2 1 2f ]y p1p

R ]T9 pa 0y9 5 ln . (4)a 1 2 1 2f ]x p1p

Here R is the gas constant for dry air, f is the Coriolis
parameter, p0 is the surface pressure, and p1 is the pres-
sure at height HA. We assume that the temperature anom-
alies vanish above 1000 m (HA). We calculate an anom-
alous wind stress to force the ocean model from the
anomalous wind. This process was not incorporated by
Drijfhout and Walsteijn (1998). The anomalous wind
stress is derived using a drag relation with a drag co-
efficient CD 5 1.44 3 1023; that is,

tx 5 rCD |ua |ua, ty 5 rCD |ua |y a. (5)

More details on the atmospheric part of the model can
be found in Drijfhout and Walsteijn (1998) and Luksch
and von Storch (1992).

c. The stochastic forcing

In general, short-term variability in air–sea interaction
in the midlatitudes is caused by baroclinic disturbances
in the atmosphere. These structures have a period of
several days and a wavelength of 3000–6000 km. At
periods longer than 10–20 days the spectra of atmo-
spheric variables are white.

Saravanan and McWilliams (1997) point out that (in-
ter)decadal variability may be excited by a temporally
random, but spatially correlated forcing. Furthermore,
Jin (1997) showed that the response of the ocean is a
function of the wavenumber of the applied forcing. The
most dominant atmospheric patterns of variability in the
North Atlantic correspond to the NAO. These basin-
scale patterns seem to be intrinsically generated in the
atmosphere (Selten et al. 1999). Therefore, we applied
a spatially correlated pattern with a wavenumber that
varies between 0.5 and 1.5. The amplitude and phase
are white noise in time. This results in a variety of
correlated patterns. Due to the random phase, the pat-
terns propagate on short timescales. This mimics the

propagating baroclinic disturbances. On average the pat-
terns are sinusoidal, which mimics the NAO and a few
higher harmonics. Among the patterns, one that projects
well on the observed forcing patterns is likely to be
generated. This idealized approach may lead to an un-
derrated response to stochastic forcing. Another ap-
proach is to derive the atmospheric variability from a
coupled model. However, the model configuration is too
idealized to perform such an experiment.

In order to resolve the spatial correlative and temporal
random features of the stochastic forcing, a linear com-
bination of a few sinusoids is used; that is,

2 3 ixp
F (x, y, t) 5 Z (t) sin 1 f (t)O O ij ij1 2Li51 j51 x

jyp
3 sin 1 f (t) , (6)ij1 2Ly

where F is the forcing (wind stress, freshwater flux, or
heat flux), Lx is the zonal extension of the domain, Ly

is the meridional extension of the domain, Z is a random
amplitude, and f is a random phase. Similar stochastic
forcing functions have been used by other authors (e.g.,
Capotondi and Holland 1997; Jin 1997).

In the stochastic wind stress experiments the random
coefficients are updated every 5 days. This is a typical
timescale for baroclinic disturbances in the atmosphere
to develop and dissipate. The observed standard devi-
ation of the scalar wind over the North Atlantic region
is 4 m s21 (Wright 1988). Using a drag relation the
variance in the wind stress can be estimated:

5 3 .2 2 4s C st D u (7)

Here CD is the drag coefficient and su is the standard
deviation of the wind speed. From Eq. (7), the standard
deviation of the stochastic wind stress forcing is found
to be 0.2 N m22. The spectral characteristics of the
idealized stochastic forcing resembles the characteristics
of the observed atmospheric forcing. In Fig. 3, a spec-
trum of the wind stress observed during the subduction
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experiment is shown (N. Brink 1997, personal com-
munication), together with a spectrum derived from the
stochastic forcing function. Both spectra flatten beyond
a timescale of 10 days and have a comparable white
noise level.

For the freshwater flux a value of 100 mm month21

with a decorrelation time of 3 h is taken. This is a typical
value for a subtropical station (Dorman et al. 1974).

When the ocean is driven by restoring boundary con-
ditions for SST, stochastic fluctuations in the heat flux
will be strongly damped. Therefore, a stochastic heat
flux forcing is only applied when the ocean model is
coupled to the atmospheric anomaly model. Fissel et al.
(1976) report that variability in the heat flux peaks at
synoptic timescales. Therefore, the same decorrelation
timescale as for wind stress anomalies (5 days) is cho-
sen. We have chosen to vary the amplitude of the sto-
chastic heat flux forcing with the seasonal cycle. The
amplitude is multiplied by a constant, which varies be-
tween 1 in the winter and 0.5 in the summer. The twice
as low amplitude results in a four times weaker variance
during summer. This is in accordance with observations
(see Fissel et al. 1976, Table 2). The standard deviation
of the applied heat flux is 65 W m22. The stochastic
forcing in the wind stress and the freshwater flux have
a less pronounced seasonal cycle (Fissel et al. 1976).
Therefore, we have neglected the seasonal cycle in the
stochastic forcing for these components.

The stochastic forcing in the wind stress is super-
imposed on the climatological mean forcing. In the
stochastic freshwater flux experiment the buoyancy
forcing is

g
B 5 2 [ag(T 2 T ) 2 bS ((E 2 P) 1 F )], (8)s 0 E2Pr0

with g the restoring timescale, Ts the apparent temper-
ature, S0 the mean salinity, (E 2 P) the freshwater flux,
and FE2P is the stochastic freshwater flux; a and b are
the expansion coefficients for temperature and salinity,
respectively.

In the coupled model the buoyancy forcing is

a(Q 1 Q9 1 F )g obs H Q
B 5 2 2 bS (E 2 P) , (9)01 2r c0 p

where Qobs is the diagnosed heat flux from the run with
restoring boundary conditions (see Fig. 2) and FQ is the
stochastic heat flux forcing. Using these stochastic forc-
ings we investigate to which extent the theory of Has-
selmann (1976) can account for mode water variability.
Furthermore, we explore the nature of internal modes
excited by the stochastic forcing.

3. Stochastic forcing experiments

After the spinup to a cyclo-stationary state, the sto-
chastic forcing was applied. In the experiments with the
ocean-only model the stochastic forcing has been ap-

plied for 140 years. In the coupled model substantial
variability on the decadal timescale occurred. In that
case, the integration was continued to 300 years in order
to resolve possible decadal modes of variability.

The analysis of the variability induced by the forcing
is based on monthly mean values. In order to allow the
upper layers to adjust after the new forcing was applied,
the first 40 years of the integration have been omitted
in the analysis. For each calendar month the linear trend
for the complete integration has been subtracted from
the data. Then, the average of each calendar month is
determined and subtracted from the detrended monthly
means to produce monthly anomaly fields. This study
focuses on interannual to decadal variability. Therefore,
finally a 1-yr running mean was performed to remove
high-frequency variability. The running mean smooths
the data, but the sampling is still monthly. The layer
thickness is the most natural variable to analyze in iso-
pycnic models. Here, we focus on the thickness varia-
tions of the mode water layer.

a. Stochastic wind stress experiment

The stochastic wind stress forcing affects the mode
water layer in primarily two ways. First, the stochastic
forcing leads to anomalous (isopycnal) convergence,
which induces anomalous Ekman pumping. Second, the
forcing affects the turbulent kinetic energy budget of
the mixed layer. The stochastic wind stress forcing
drives anomalous (diapycnal) mass fluxes between the
mixed layer and the ventilated thermocline by anoma-
lous entrainment and detrainment. Both processes are
equally efficient in producing thickness anomalies in the
mode water layer (see section 3b).

In the stochastic wind stress experiment the maximum
standard deviation of the thickness of the mode water
layer is 5 m. The thickness anomalies resemble the
anomalies generated by a large-scale, low-frequency
anomalous wind stress (see HD98). Maximum thickness
anomalies of 10 m are generated by the stochastic forc-
ing, which is the same order of magnitude as in the
generic wind stress experiment. The monthly mean sto-
chastic forcing is two orders of magnitude smaller than
the monthly mean generic wind stress forcing. This im-
plies that the ocean integrates the white noise forcing
in accordance with the stochastic climate model.

To study spatial and temporal variability of mode wa-
ter thickness in more detail, empirical orthogonal func-
tions (EOFs) of the mode water thickness are computed.
The spectrum of the principal components of the leading
EOF is shown in Fig. 4. The confidence intervals are
based on 30 000 spectra of first-order autoregressive
processes (the idealized red noise response) with a var-
iance and lag-one correlation of the unfiltered time se-
ries itself. The spectrum of the slowly evolving com-
ponent of the idealized stochastic climate model is
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FIG. 4. Spectrum of the principal components of the first EOF of
mode water thickness in the stochastic wind stress experiment.

FIG. 5. Lagged correlations of eigenvalues of the OAF patterns of
mode water thickness in the stochastic wind stress experiment.

FFF (v) 5 , (10)T 2 2v 1 l

where v is the frequency, l is the feedback factor, and
FF is the constant spectrum of the white noise forcing.
This spectrum indicates that the spectral density in-
creases with decreasing frequency. At a frequency of v
K l the spectrum approaches a constant value. Al-
though the stochastic climate model applies formally to
local forcing and response, the theory is applicable to
integrated variables (EOF time series) as well.

The spectrum shown in Fig. 4 is consistent with the
stochastic climate model. The variance increases until
a frequency of 9 yr21. At low frequencies a significant
deviation from the idealized stochastic model occurs, as
demonstrated by the broad peak at a period of 7 yr. The
leading EOF is not very dominant. The first five EOFs
account for 28%, 23%, 13%, 10%, and 7% of the var-
iance, respectively. All EOF spectra display a peak
around 7 years (not shown).

The EOF patterns have signatures of wavelike phe-
nomena (not shown). The patterns in the westward re-
turn flow are comparable to the patterns of thickness
anomalies induced by a deterministic anomalous wind
stress (see Fig. 19, HD98). There, these patterns were
identified as baroclinic waves. With EOF analysis, only
standing oscillations can be resolved. EOFs are not op-
timized to identify highly predictive flow structures,
such as propagating waves. Therefore, optimal auto-
correlation functions (OAFs) are constructed (Selten et
al. 1999, see also appendix). OAFs are derived by max-
imizing the autocorrelation of a linear combination of
the principal components of the EOFs. An oscillation
is represented by a pair of eigenvectors (OAF patterns)
and principal components that have the same dominant
frequency and are dephased by one-quarter period.

The eigenvalues of the OAFs at different time lags
are shown in Fig. 5. The minimal autocorrelation of
OAF 4 and 5 at a period of 25 months implies the
possibility of a propagating feature. The period (4 3 25

months ø 8 yr) corresponds to the broad peak in the
spectra of the EOFs. The anomaly patterns associated
with OAF 4 and 5 are recovered by the sum of the OAF
patterns multiplied by their principal components. Snap-
shots of the evolution of the anomalies are shown in
Fig. 6. The thickness anomalies propagate westward in
the subtropical gyre. The patterns are identified as long
baroclinic waves. Such anomalies have been described
by HD98. The stochastic wind stress forcing leads to a
continous excitation of the anomalies at the eastern
boundary. The anomalies follow the westward return
flow and amplify due to the continuous input of energy
by the wind. These mechanisms have been clarified by
Jin (1997) and Frankignoul et al. (1997). When the
anomalies arrive at the southwestern boundary, they
propagate rapidly into the western boundary current re-
gion. The anomalies dissipate in this region; no reflec-
tion takes place.

The westward propagation is well visible in a time–
latitude diagram of the thickness anomalies (Fig. 7a).
The propagation speed of the anomalies is approxi-
mately 4.2 cm s21. Using the simulated vertical structure
of the density along this section, the theoretical Rossby
wave speed of the first baroclinic mode is c1 5 bgh1/

ø 2.9 cm s21 [the equivalent depth h1 is determined2f 0

according to Flierl (1978), see Fig. 7b]. The mean west-
ward velocity is 1.2 cm s21. So, the simulated wave
speed matches well with the theoretically derived wave
speed. In the idealized model of Frankignoul et al. the
anomalies move with twice the Rossby wave speed. This
is not observed in our model. The timescale of the var-
iability found by Frankignoul et al. is determined by the
wave speed and the width of the basin. This is also the
case in the present model. The vertical structure of the
anomalies indicated a first baroclinic mode (not shown).

b. Stochastic freshwater flux experiment

A nonhomogeneous freshwater flux generates density
anomalies in the mixed layer. The associated anomalous
pressure gradients on the isopycnal surfaces can induce
thickness anomalies in the mode water layer. Further-
more, the buoyancy fluxes affect the turbulent kinetic
energy budget in the mixed layer. Thus, stochastic buoy-
ancy forcing may also induce thickness anomalies in
the mode water layer by anomalous entrainment and
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FIG. 7. (a) Time–latitude diagram of low-pass filtered thickness
anomalies in mode water (note that the vertical axis corresponds to
the shortened seasonal cycle). (b) Theoretically derived phase speed
(m s21) of the first baroclinic Rossby mode away from topography.

←

FIG. 6. Thickness anomalies in the mode water layer (m) obtained from OAF 4 and 5. The time between each panel is 11 months, which
corresponds to 1/8 period.

detrainment from the mixed layer. In addition, stochastic
freshwater flux affects the stability of the water column.

The maximum standard deviation of the mode water
thickness in the experiment with stochastic freshwater
flux is 3 m. The highest standard deviation is found near
the outcrop of the 188C layer. This indicates a local,
passive response of the ocean. At the outcrop mode
water is locally formed by subduction from the mixed
layer. Variability arises easily at the outcrop as a re-
sponse to a varying buoyancy forcing. The pattern of
the leading EOF displays the variability as described
above (Fig. 8). The first EOF accounts for 41% of the
variance. The dominance suggests that anomalous sub-
duction determines the variability in the mode water
layer in this experiment.

The spectrum of the leading EOF of the mode water
thickness anomalies (Fig. 9) demonstrates that the ocean
integrates the white noise forcing. No peaks arise above

the 95% confidence level. Although the spectrum does
not flatten yet, the run has not been continued because
the amplitude of the response is too small to play an
important role in mode water variability.

The response of the mode water layer differs from
the response in the stochastic wind stress experiment.
The amplitudes of the response are comparable, but sto-
chastic wind stress forcing induces a traveling mode. In
that experiment, no dominant EOF is found. The re-
sponse to the stochastic freshwater flux forcing is pas-
sive. The dominance of the leading EOF and the red
spectrum implies a standing mode without a dominant
timescale. In order to explain the differences between
the two experiments, the contribution of both types of
stochatic forcing to the vertical velocity at the base of
the mixed layer is estimated. This is a suitable measure
because mode water usually compensates for changes
in the mixed layer thickness.
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FIG. 8. First EOF of mode water thickness in the stochastic fresh-
water flux experiment.

FIG. 9. Spectrum of principal components of the first EOF of mode
water thickness in the stochastic freshwater flux experiment.

We follow the analytical approach of Frankignoul and
Müller (1979) in estimating the relative importance of
the different forcing types. First, the vertical mass flux
due the divergence of the horizontal mass flux is esti-
mated. A homogeneous mixed layer is considered that
is forced by a fluctuating wind stress and buoyancy flux.
The vertical velocity at the base of the mixed layer
associated with the surface forcing can be obtained [see
Frankignoul and Müller (1979) for details on the deri-
vation]:

21H ] ] 10(1) 2w 5 ¹ 1 b B 1 k · = 3 t, (11)H0 21 1 2 22 f ]t ]x r f0 0 0

where H0 is the mixed layer depth, B is the buoyancy
forcing [Eq.(8)], and t is the wind stress forcing. The
first term on the right-hand side of (11) represents the
vertical velocity induced by nonhomogeneities in the
buoyancy flux. The second term can be recognized as
the Ekman pumping.

The surface forcing induces an extra vertical velocity
if mixed layer physics are taken into account. This en-
trainment velocity is determined by the turbulent kinetic
energy budget in the bulk mixed layer formulation (see
Bleck et al. 1989):

3(2/H )mu 1 nB0(2) *w 5 , (12)H0 Db

with m and n the dissipation parameters, u* 5 (t /r0),Ï
and Db the buoyancy difference between the mixed layer
and the underlying isopycnic layer.

The direct contribution of the different stochastic
forcing types to the vertical velocity can be estimated

from Eqs. (11) and (12). The white noise levels of the
spectra of the stochastic forcings are used as a char-
acteristic measure of the stochastic forcing (e.g., Fig.
3). Since the same spatial structure for stochastic wind
stress and freshwater flux forcing is used, the wave-
number–frequency spectrum is replaced by the fre-
quency (power) spectrum.

The relative importance of the stochastic wind stress
forcing with respect to the stochastic freshwater flux is
estimated from the ratio of the terms involving the wind
stress to the terms involving the buoyancy flux in (11)
and (12) due to the freshwater flux forcing:

2 2(2f k) F (0) 1 [2m/(H Db)] F (0)30 t 0 u*

2 2 2 2{(H gbS ) (k 1 bk/v) 1 [ngb /(r Db)] }F (0)0 0 0 E2P

ø 1.7. (13)

As we focus on gyre-scale structures and interannual
variability, we have chosen for the wavenumber k 5
(2p/1000) km21 and for the frequency v 5 (2p/6) yr21.
Furthermore, f 0 5 0.9 3 1024 s21, H0 5 100 m, b 5
2 3 10211 s21 m21, b 5 7.7 3 1024 kg m23 psu21, S0

5 35 psu, g 5 10 m s22, n 5 0.4, and Db 5 4 3 1023

kg m22 s22 (equivalent to a temperature difference be-
tween the mixed layer and the underlying isopycnal lay-
er of 28C). These numbers correspond with parameters
in the numerical model and the position of anomalies
in the mode water layer. The white noise levels of the
spectra of the stochastic freshwater flux water forcing
and wind stress forcing are FE2P(0) 5 1 3 1027 m2 s22,
Ft (0) 5 1 3 1022 N2 m24, and 5 5 3 10213 m6F (0)3u

*
s26.

The ratio of the variances (13) shows that the con-
tribution of the stochastic wind stress dominates slightly
over the contribution of the stochastic freshwater flux.
Obviously, the ratio (13) depends on the choice of var-
ious parameters. In Fig. 10 the value of the ratio is
shown with respect to wavenumber and period. The
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FIG. 10. Relative importance of stochastic freshwater flux forcing compared to stochastic wind stress
forcing in generating vertical velocity (in terms of variance) at the base of the mixed layer as a function of
wavelength (km) and period (months).

freshwater flux appears to be more efficient at lower
frequencies and larger wavelengths. It can easily be ver-
ified that the contribution of the Ekman pumping and
the turbulent freshwater fluxes is of the same order of
magnitude. The contribution of the divergence of the
flow by the freshwater fluxes [first term in Eq. (11)] is
an order of magnitude smaller.

The estimates confirm the results of the experiments
with the numerical model. The standard deviations of
the mode water thickness in the stochastic wind stress
and freshwater flux experiment have the same order of
magnitude. The spectral powers are comparable (see
Figs. 4 and 9). In Fig. 4 there is a significant peak
associated with a traveling mode. Figure 9 displays a
red spectrum associated with a standing mode. On
smaller scales the contribution of the wind stress be-
comes more important than the freshwater fluxes (Fig.
10). The anomaly patterns in the stochastic wind stress
experiment are indeed smaller than the basin-scale
anomaly pattern generated in the stochastic freshwater
flux experiment. This may explain the traveling mode
associated with the peak in Fig. 4.

Results of an experiment with both a stochastic wind
stress and freshwater flux forcing did not exhibit new
features. In the pattern of the first EOF, there are sig-
natures of the stochastic freshwater flux as well as of
planetary waves (not shown). The spectra of the EOF
time series peak at 7 years and the same wind stress

generated patterns as presented in section 3a are recov-
ered with OAF analysis (not shown).

c. Stochastic heat flux in the coupled model

SST anomalies induced by a stochastic heat flux are
strongly damped when mixed boundary conditions are
used. In the coupled model air–sea interaction is mod-
eled more realistically. After the atmospheric anomaly
model was coupled to the ocean model, adjustment of
the ocean took place [see Drijfhout and Walsteijn (1998)
for a comparison between an uncoupled and a coupled
version of the model]. The new ocean climate, however,
differs not much from the climate obtained after the
uncoupled run. Without stochastic forcing this simple
coupled model shows no internal variability. After 40
years of integration in the coupled model a stochastic
heat flux forcing was applied.

The response of the mode water layer to the stochastic
heat flux is significant. The maximum standard deviation
is 10 m. Large thickness anomalies (maxima of 25 m)
are found in the mode water layer in the center of the
subtropical gyre. Figure 11 shows a time series of po-
tential vorticity anomalies obtained from the stochastic
heat flux forcing experiment. The position in the center
of the subtropical gyre (258N, 768W) is chosen to cor-
respond with Panulirus Station. Talley and Raymer
(1982) observed potential vorticity anomalies of ap-
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FIG. 11. Time series of potential vorticity ( f/h) anomalies of the
mode water layer at the models Panulirus Station in the coupled run
with stochastic heat flux forcing.

FIG. 12. Spectrum of the oceanic part of the first SVD mode of
mode water thickness and anomalous heat flux ( ) at a zero lag inQ9H
the stochastic heat flux experiment.

FIG. 13. Lagged correlation between time series of and modeQ9H
water thickness of the first (solid) and second (dashed) SVD mode.
Positive lags means that the anomalous fluxes lead the thickness
anomalies in mode water in the stochastic heat flux experiment.

proximately 50 3 10214 cm21 s21 at Panulirus.1 The
amplitude of the variability is comparable to the re-
sponse to deterministic heat flux forcing in the model
study of HD98.

To study coupled variability, singular value decom-
position (SVD) has been applied to EOFs of the mode
water thickness and the anomalous heat flux [Eq.Q9H
(2)]. SVD analysis selects dominant coupled patterns of
variability. The first SVD mode accounts for 66% of
the squared covariance. The spectrum of the principal
components of the oceanic part is shown in Fig. 12.
Although substantial variability on the decadal time-
scale is generated, no peaks arise above the red noise
spectrum.

The SVDs are determined at different lags. This in-
volves the covariance matrix between the time series of
the EOFs of mode water thickness and anomalous heat
flux ( ) at different lags. The correlations between theQ9H
time series of the SVDs at different lags are determined
for the first and second SVD mode (together they ac-
count for more than 90% of the squared covariance).
The lags can be interpreted as response times of the
ocean. Figure 13 shows a maximum in the correlation
between the time series of the first SVD at a lag of 13
months ( leads). The second SVD has a maximumQ9H
correlation at a lag of 5 months. These response times
are the result of air–sea interaction and subduction pro-
cesses.

At a response time of 13 months, a dipole pattern in
the oceanic part of the SVD is present (Fig. 14a). The
large positive thickness anomaly is associated with cool-
ing. Water from lighter and warmer layers is transfered
to cooler and deeper layers (see also HD98). The lagged
SVD analysis of SST and mode water thickness at a lag
of 13 months (SST leads) confirmed that anomalous low
SSTs are associated with the positive thickness anom-
alies in the center of the gyre (not shown). The atmo-
spheric part of the SVD ( ) shows a maximum in theQ9H

1 Talley and Raymer used a different definition for potential vor-
ticity, i.e., f /r Dr/Dz. In our model, the density differences between
the isopycnal layers is proportional to aDT, with a temperature dif-
ference of 48C. A value of 5 3 1028 m21 s21 in our model corresponds
to 40 3 10214 s21 cm21 in their units.

Gulf Stream recirculation (Fig. 14b). The positive sign
implies a warming, which acts on the negative SST
anomalies. This indicates that acts to damp the SSTQ9H
anomalies. The pattern of is associated with the spa-Q9H
tial distribution of SST anomalies. In this region, just
south of the midlatitude jet where the mean cooling has
its maximum (see Fig. 2), SST anomalies are easily
generated by the stochastic heat flux forcing.

The response time of mode water to anomalous heat
flux forcing of 13 months is the result of a storage
mechanism (see HD98 for a detailed description).
Anomalous cooling (heating) in the winter affects the
stability of the water column. Due to shallow mixed
layers in summer the anomalous stratification resides in
the interior. In a subsequent winter, the mixed layer
deepening is affected by the anomalous stratification. A
more (less) stable stratification will lead to less (more)
entrainment. Consequently, mode water will be more
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FIG. 14. First SVD mode of mode water thickness and anomalous
heat flux ( ) at a lag of 13 months ( leads) in the stochastic heatQ9 Q9H H

flux experiment. (a) Mode water thickness and (b) anomalous heat
flux ( ).Q9H

FIG. 15. Oceanic part of the second SVD mode of mode water
thickness and anomalous heat flux ( ) at a lag of 5 months (Q9 Q9H H

leads) in the stochastic heat flux experiment.

(less) voluminous. Also, the shallower (deeper) winter
mixed layer leads to anomalous low (high) winter time
SSTs. In this way SST anomalies reoccur from one win-
ter to another. This process is enhanced by reentrainment
of anomalously cold (warm) water.

The correlation between the time series of the second
SVD pair peaks at a lag of 5 months (Fig. 13). The
pattern of the oceanic part (mode water) of the SVD at

this lag is single signed along the outcrop of mode water
(Fig. 15). This is the signature of subduction at the
outcrop. Anomalous mixed layer depths in the winter
generate thickness anomalies in the mode water layer
when the mixed layer detrains in spring. The signature
is strongest when most detrainment has taken place, that
is, in the summer. Furthermore, properties of the mixed
layer are more sensitive to forcing in summer than in
the winter, because summer mixed layers are relatively
shallow. The anomalous wintertime forcing determines
partly the mixed layer depth in summer.

A lag correlation analysis has been performed on the
SVD pairs of SST and as well. The results are shownQ9H
in Fig. 16. The first and the second SVD mode peak at
a zero lag. The correlation between and SST is higherQ9H
than between and the mode water thickness. TheQ9H
maximum at a zero lag confirms that the respondsQ9H
to the SST anomalies. As shown above, acts as aQ9H
negative feedback. This is probably due to the relatively
small scales in the model. For instance, Drijfhout and
Walsteijn (1998) show that the damping on the eddy
scale is much larger than on the gyre scale. On larger
scales than considered here, positive feedbacks between
the ocean and the atmosphere may arise (e.g., Latif and
Barnett 1996). The following picture emerges from the
analysis. The stochastic heat flux excites SST anomalies
in the mixed layer and anomalies in entrainment/de-
trainment. These modes are probably associated with
linearly damped eigenmodes of the system (Griffies and
Tziperman 1995). Here responds instantaneously toQ9H
the anomalous SSTs and acts to reduce them. The ther-
mal damping does not act directly on the interior strat-
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FIG. 16. Lagged correlation between time series of SST and ofQ9H
the first (solid) and second (dashed) SVD mode. Positive lags mean
that leads.Q9H

FIG. 17. Convection index (defined in section 3c) for the control
experiment, stochastic wind stress forcing experiment (section 3a),
stochastic freshwater flux forcing experiment (section 3b), and sto-
chastic heat flux forcing experiment (section 3c).

ification. The result is that in a following year the en-
trainment is affected by the anomalous stratification in-
duced by the forcing the year before.

In section 3b we estimated the efficiency of the sto-
chastic forcing in generating vertical velocity at the base
of the mixed layer using the forcing spectra. It can easily
be verified that, based on a white noise level of 1 3
105 W2 m24, the stochastic heat flux is three times (in
variance) as efficient as the stochastic freshwater flux.
This difference cannot entirely account for the large
amplitude (i.e., a factor of 3 instead of 3) of modeÏ
water variability compared to the results presented in
3b.

Some short sensitivity experiments have been per-
formed to elucidate the possible mechanisms for gen-
erating the stronger variability. It appeared that neither
the seasonal cycle in stochastic forcing nor itself areQ9H
responsible for the larger response. The variability in-
creased when was set to zero and a pure heat fluxQ9H
forcing was applied instead. Also, we studied the role
of convective adjustment, which has not been taken into
account in the estimates in section 3b [according to Eqs.
(11) and (12)]. We defined a convection index as the
number of gridpoints during a month when convective
adjustment takes place in the mixed layer. Figure 17
shows the convection index for the experiments dis-
cussed in sections 3a, 3b, and 3c. The index is based
on 10 years of integration. As a reference, the convec-
tion index of a run without stochastic forcing is shown.
Generally, most convection takes place in late winter
when cooling is greatest. Although the differences are
not large, most convection occurs in the stochastic heat
flux experiment. This is consistent with the larger re-
sponse found in the stochastic heat flux experiment com-
pared to the response in the stochastic freshwater flux
experiment. Also detrainment on an intermittent basis
will occur more often when there is more convection.
The vertical velocities associated with the detrainment
are much larger than those estimated from Eqs. (11) and

(12). This may explain the difference in the results of
the stochastic freshwater flux and heat flux experiment.

An experiment with all stochastic forcings acting in
concert has been performed as well. The stochastic heat
flux dominates. The first EOF has a dipole pattern and
accounts for 44% of the variance. This is identified as
the heat flux driven variability. The second to fifth EOF
patterns have wavelike signatures and account for 17%,
9%, 6%, and 5% respectively. These are signatures of
the variability induced by the wind stress variations. The
first SVD has a red noise spectrum and the second SVD
peaks at 7 years (not shown). The timescale of 7 yr
corresponds with the timescale found in stochastic wind
stress experiment.

4. Summary and conclusions

In the present study the response of mode water to a
white noise forcing is investigated. The same isopycnal
model as used by HD98 has been forced by a stochastic
forcing superimposed on the climatological forcing.

The stochastic wind stress forcing excites an internal
mode in the ocean model. Planetary waves are excited
at the eastern boundary and propagate through the west-
ward return flow of the subtropical gyre. The period of
the oscillation is 7 yr. This timescale is determined by
the basin width and the wave propagation speed. Com-
parable modes of variability have been found in other
models (e.g., Zorita and Frankignoul 1997). There is
also observational evidence that long baroclinic waves
cross the North Atlantic basin (Polito and Cornillon
1997). In the model, their role is small in generating
mode water variability in the center of the gyre. Also,
the amplitude of the thickness anomalies generated by
the anomalous wind stress is small. However, frictional
effects can be important.

The stochastic freshwater flux does not induce strong
variability in the mode water layer of the model. No
internal modes are excited. The largest response is found
in the subduction region. The absence of a dynamic
response of the gyre can be attributed to the nature of
air–sea interaction and amplitude of the forcing spectra.
An experiment with both stochastic wind stress and
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freshwater flux showed the same propagating waves as
found in the stochastic wind stress experiment.

Finally, stochastic heat flux forcing has been applied.
The response is substantial. A dipole mode dominates
the variability in the mode water layer. SVD analysis
shows that the dipole is forced by the stochastic heat
flux. The heat flux generates SST anomalies. These are
damped in the coupled model by the anomalous heat
flux. Although the spatial variability in mode water is
pronounced, the temporal variability exhibits a red noise
response of the ocean to the white noise forcing.

The amplitudes of the variability induced by most of
the stochastic forcings are rather small. The largest
thickness anomalies are induced by the stochastic heat
flux forcing. This forcing can generate mode water var-
iability of the observed amplitude. The amplitude of the
response may be underrated due to the idealized spatial
structure of the stochastic forcing. However, the applied
stochastic forcing is spatially correlated. The range of
spatial scales corresponds to the dominant spatial scales
of variability over the North Atlantic region.

The time series of the observed potential vorticity
shows regime shifts (e.g., Talley and Raymer 1982;
Dickson et al. 1996). Although the time series is rather
short (1954–1991), the regime shifts suggest a dominant
interannual to decadal timescale of variability. The sto-
chastic heat flux can generate mode water variability of
the observed timescale. However, Fig. 12 shows that
this timescale is not dominant. If the regime shifts in
the observations are related to a significant peak at in-
terannual to decadal timescales, the stochastic forcing
experiments indicate that this peak should be the result
of an (eddy-induced) internal mode, or it should be con-
tained in the forcing. The latter can be the result of
ocean–atmosphere interaction elsewhere in the North
Atlantic, as proposed by Dickson et al. (1996).

Unfortunately, there are few observations of the spa-
tial distribution of mode water variability to validate the
patterns we found. In the model the spatial structure of
the response to anomalous heat flux is distinctly dif-
ferent from the response to anomalous wind stress. The
EOFs of temperature anomalies at 250 m presented by
Levitus et al. (1994) hint toward planetary wave prop-
agation. More observational evidence, however, is nec-
essary to identify the spatial structure of subsurface
modes of variability.
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APPENDIX

Optimal Autocorrelation Functions

Spatial and temporal variability of geophysical var-
iables is often studied by expanding them into EOFs:

M

c (x, t) 5 a (t)e (x),OM i i
i51

where ei(x) are the eigenvectors (EOF patterns) of the
covariance matrix of the field cM(x, t), and ai(t) are the
principal components obtained from the projection of
the field cM(x, t) onto the EOF patterns. EOF analysis
resolves standing oscillations. However, EOFs are un-
able to resolve propagating phenomena, such as plan-
etary waves. The physical interpretation of EOFs can
therefore be difficult. In order to find propagating fea-
tures a linear combination of the L principal components
is searched:

L

b(t) 5 c (t)a (t),O i i
i51

which maximizes the autocorrelation r at a certain lag t:

^b(t)b(t 1 t)&
r 5 max .max ^b(t)b(t)&

The angle brackets denote a time average. After some
algebra, this variational problem can be solved. The field
cL(x, t) can be expressed in terms of a set of patterns
associated with the amplitudes bj(t):

L L L

c (x, t) 5 l c b (t)e (x) [ b (t) f (x),O O OL i ij j i j j
i51 j51 j51

where li are the eigenvalues of the corresponding EOFs.
Finally, f j(x) are the optimal autocorrelation functions
(OAFs), which are not orthogonal. Only the most dom-
inant EOFs are used to determine the OAFs. Such a
selection is necessary to avoid identification of patterns
that account only for a minor part of the variance.
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