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Abstract. Interannual fluctuations in the Antarctic Circumpolar Current (ACC) were 
considered. In the present study we analyze a mode of variability in the Hamburg 
Large-Scale Geostrophic ocean general circulation model which was driven by stochastic 
atmospheric forcing. The short-term atmospheric weather fluctuations were represented 
by a number of spatially coherent patterns of momentum, heat, and freshwater flux which 
were superimposed onto the climatological fluxes. These patterns were derived from 
an experiment with an atmospheric general circulation model forced with observed sea 
surface temperatures, and they were chosen randomly at each month. We found anomalies 
which propagate along the ACC at an interannual timescale. They can be explained by the 
combined effects of anomaly advection with the mean ocean circulation and integration of 
the short-term atmospheric weather fluctuations. Some similarities were found between our 
results and the concept of the Antarctic Circumpolar Wave, which was proposed recently to 
account for large-scale anomalies which propagate along the ACC in both the atmosphere 
and the ocean. 

1. Introduction 

Almost unaffected by continental barriers, the Antarctic 
Circumpolar Current (ACC) encircles the globe and forms 
one of the largest current systems of the world oceans. By 
connecting the Pacific, the Atlantic, and the Indian Ocean, 
the ACC enables the exchange of water masses between 
these three major ocean basins and plays an important role 
within the global ocean circulation. The ACC forms the 
northern boundary for the Southern Ocean, which represents 
an important component of the climate system. Antarctic 
bottom water, one of the coldest and densest water masses, 
is formed in the Southern Ocean. It is this water mass which 

cools and ventilates most of the volume of the deep oceans 
[e.g., Schmitz, 1995]. 

There is considerable interannual and decadal variability 
at high southern latitudes, and observations of sea-ice extent 
suggest that ............ • to propagate ,.1..•,,• tnese leatureb tV. lltl ,•,,,•; the 
[e.g., Lemke et al., 1980; Murphy et al., 1995]. Phase-locked 
anomalies of sea surface temperature (SST), sea-ice extent, 
sea level pressure (SLP), and meridional wind stress prop- 
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agating eastward along the ACC were described by White 
and Peterson [1996] (hereinafter referred to as WP). They 
suggested that the anomalies circle around Antarctica in 
roughly 8-10 years at an average speed of 6-8 cm s -•. 
Since the anomalies are mainly characterized by a zonal 
wavenumber two pattern, a timescale of 4-5 years was de- 
duced. WP called this phenomenon the Antarctic Circum- 
polar Wave (ACW). The ACW was also identified by Jacobs 
and Mitchell [ 1996] in variations of the sea surface height in 
the ACC using the most recent satellite data available. 

Peterson and White [1998] suggested that the ACW ba- 
sically reflects a propagation of Pacific E1 Nifio-Southern 
Oscillation (ENSO) signals and that the source of the in- 
terannual SST signals in the ACC is located in the west- 
ern subtropical South Pacific Ocean. They concluded that 
ENSO-related SST anomalies propagate southward into the 
Southern Ocean where they move eastward, phase locked 
with SLP anomalies, around the entire Southern Hemisphere 
through some combination of geostrophic advection and at- 
mosphere-ocean coupling. 

Another mechanism which depends on strong air-sea in- 
teractions in the Southern Ocean was suggested by Qiu and 
Jin [1997]. They were looking for the normal mode solu- 
tions of a two-layer quasi-geostrophic model for the ocean 
coupled with an anomalous heat budget equation for the at- 
mosphere in a zonally periodic channel. The coupling of the 
atmosphere and the ocean takes place via anomalous wind 
stresses and heat fluxes. Assuming a direct proportionality 
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between air temperature and sea level pressure, Qiu and Jin 
found that the most unstable normal mode solution of their 

model occurred at wavenumber two and was very similar to 
the observed ACW. They were able to reconstruct the phase 
relationships among observed atmospheric and oceanic vari- 
ables. 

With respect to the timescale of the ACW, the period for 
which reliable data are available at high southern latitudes 
is rather limited. The validity of some of the conclusions 
drawn from observations must therefore be considered with 

care. Christoph et al. [1998] (hereinafter referred to as 
CBR) tried to find and confirm the results of WP and Peter- 
son and White [ 1998] in a 180-year integration of a coupled 
atmosphere-ocean general circulation model (CGCM). They 
found variability strongly reminiscent of the ACW but raised 
some noticeable differences. In the model the turnaround 

time of the ACC is closer to 12-16 years compared with the 
8-10 years inferred from the observations, and a wavenum- 
ber three pattern is more pronounced than a wavenumber 
two pattern. Additionally, CBR found noticeable regional 
differences in the amplitude of the variability they associ- 
ated with the ACW. Compared to the Pacific, the amplitude 
is much smaller in the South Atlantic and Southern Indian 

Ocean. On the basis of these findings, they doubted that the 
ACW indeed circles around the globe and concluded that 
an equally plausible description would have the ACW ap- 
pear first south of Australia, subsequently moving eastward 
with intensification, and immediately attenuating after pass- 
ing Drake Passage. In contrast to Peterson and White, who 
speculated that the ACW has its source in the ENSO phe- 
nomenon, CBR argued that the mode has its origins in the 
midlatitudes to high latitudes themselves. 

Whereas CBR considered the ACW as a phenomenon ba- 
sically driven by atmospheric forcing, WP and Qiu and Jin 
[1997] concluded that the ACW is a mode of the coupled 
atmosphere-ocean sea-ice system and that atmosphere-ocean 
interaction plays a dominant role in the mechanism of the 
variability. The latter is a typical approach often used to ex- 
plain variability of the type described above. An alternative 
explanation for understanding climate variability was pro- 
posed by Hasselmann [1976] with the concept of stochastic 
climate models. For timescales of a few months and longer 
the atmosphere is assumed to be in a quasi-equilibrium. The 
integration of the short-term atmospheric fluctuations trans- 
forms the essentially white-noise atmospheric forcing into 
a red response signal. For a linear system the resulting re- 
sponse spectrum is proportional to co-2 as long as the fre- 
quency co is large compared to the inverse of the natural 
timescale of the slow system and constant at low frequen- 

nolds [1983] and later Saravanan and McWilliams [1998] 
included the effect of oceanic advection and showed that 

preferred timescales in the slowly varying component of the 
system may arise, although there is no underlying oscillatory 
mechanism in the uncoupled ocean or the uncoupled atmo- 
sphere. Note, however, that atmosphere-ocean feedbacks are 
usually neglected in these concepts. 

In this paper we describe and analyze a mode of inter- 
annual variability in the Southern Ocean of the Hamburg 
Large-Scale Geostrophic (LSG) OGCM and present a dis- 
cussion in relation with the mode found by CBR in a cou- 
pled atmosphere-ocean model as well as the concept of the 
ACW. The mode discussed in this paper was identified in 
an integration in which the LSG OGCM was forced with 
stochastic wind stresses, heat, and freshwater fluxes super- 
imposed on the climatological fluxes. The response to this 
type of forcing appears to be dominated by a strong interan- 
nual signal in the Southern Ocean, which shows substantial 
similarities with the mode discussed by CBR. In our experi- 
ment the signal can be explained mainly by an integration of 
the stochastic components of the atmospheric forcing plus 
ocean advection and some linear ocean feedback. Atmo- 

spheric feedbacks are neglected in our study. We suggest 
that the mechanism presented might be important in the real 
Southern Ocean. 

The OGCM and the experiment are briefly described in 
section 2. The dominant mode of interannual variability in 
the Southern Ocean as it appears in the OGCM is described 
in section 3.1. On the basis of the concept of stochastic 
climate models, a simple conceptual model for the interan- 
nual variability in the ACC is presented and tested against 
the OGCM results in sections 3.2 and 3.3. Possible oceanic 

feedbacks are considered in section 3.4. Our results are sum- 

marized and discussed in section 4. 

2. Model and Experiment Description 

2.1. Model and Spin-Up 

In the present study the Hamburg Large-Scale Geostroph- 
ic (LSG) OGCM as described by Maier-Reimer et al. [ 1993] 
was used. The model is based on the linearized Navier- 

Stokes equations, the conservation equations for heat and 
salt, and the equations of state [UNESCO, 1981] and con- 
tinuity. In the latter, incompressibility is assumed. In case 
of vertical instability, convective adjustment is applied. The 
model has a free upper surface. A mass flux boundary con- 
dition is used at the sea surface. A simple sea-ice model is 
included. The drift velocity of sea ice consists of the ocean 
surface velocity plus a component proportional to the near 

cies. This concept was successfully applied to a number of surface wind. Furthermore, a simple runoff model is in- 
problems such as midlatitude SST variability [Frankignoul cluded. 
and Reynolds, 1983] or advection of sea ice in the Arctic 
and Antarctic [Lemke et al., 1980]. 

Several extensions or generalizations of this concept have 
been suggested. Griffies and Tziperman [1995] showed an 
example of how white-noise atmospheric forcing may main- 
tain a linearly damped oscillatory eigenmode in an ocean 
general circulation model (OGCM). Frankignoul and Rey- 

The LSG OGCM is formulated on an Arakawa E-Grid 

[Arakawa and Lamb, 1977] and, in the present study, was 
applied with a horizontal resolution of effectively 3.5 ø x 3.5 ø 
at 11 vertical layers, centered at 25, 75, 150, 250, 450, 700, 
1000, 2000, 3000, 4000, and 5000 m depth. A realistic but 
smoothed topography was used, and a time step of 15 days 
was applied. 
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A model spin-up was performed for 5000 years using 
monthly climatologies of near-surface air temperature from 
the Comprehensive Ocean-Atmosphere Data Set (COADS) 
[Woodruff et al., 1987], wind stress [Hellerman and Rosen- 
stein, 1983], and the annual mean climatology of sea surface 
salinity [Levitus, 1982] until a steady state solution was ob- 
tained. Climatologies of net freshwater flux and heat flux 
were computed from the last 500 years of this spin-up. The 
model was integrated for another 4000 years using a fixed 
flux boundary condition for freshwater flux and a combina- 
tion of a fixed flux forcing and restoring with a damping co- 
efficient of 16 W m -9' K -• as boundary condition for tem- 
perature [Mikolajewicz and Maier-Reimer, 1994]. 

2.2. Description of the Experiments 

To account for the short-term atmospheric fluctuations 
which influence the ocean at its upper boundary, stochas- 
tic components were added to the climatological fluxes of 
momentum, freshwater, and heat. These components were 
derived from a 10-year Atmosphere Model Intercompar- 
ison Project (AMIP) simulation (see Appendix) with the 
ECHAM3-T42 atmosphere general circulation model 
(AGCM) [Arpe et al., 1993; Roeckner et al., 1992] by av- 
eraging the momentum, heat, and freshwater fluxes and the 
near-surface air temperature over each month and subtract- 
ing the climatology. For each month, one set of these anoma- 
lies was chosen at random and added to the climatological 
fluxes in the OGCM simulation. Thus the stochastic compo- 
nents superimposed are spatially coherent but have a white- 
noise spectrum with respect to time. In the absence of reli- 
able and sufficiently resolved observational data, this spatial 
coherence may be regarded as a reasonable approximation 
for representing the spatial coherence at the synoptic scale 
of the atmosphere. To account for seasonal variations of the 
variability, only anomalies from the corresponding month of 
the atmospheric simulation were chosen. The model was in- 
tegrated for 7000 years. However, only the last 5000 years 
were examined in the present study to avoid analyzing the 
effects of the model's adaption to the new boundar-y condi- 
tions. The analysis was restricted to annual mean data. 

3. Interannual Variability in the Antarctic 
Circumpolar Current 

3.1. Analysis and Description 

To describe the space-time dependent variability appear- 
ing in the OGCM, we used the multivariate Principal Oscil- 
lation Pattern (POP) technique [e.g., von Storch et al., 1995]. 
Unlike the Empirical Orthogonal Function (EOF) analysis, 
which is designed to yield an optimal representation of the 
covariance structure of the data and not to represent dynam- 
ical modes in general, the POP analysis provides a simulta- 
neous analysis of both the spatial features (e.g., propagation) 
and the spectral characteristics of the data. Examples of the 
good agreement between the theoretical normal modes of a 
complex system and those estimated by a POP analysis can 
be found in the work of Schnur et al. [1993]. 

POPs form an eigensystem of the analyzed data q(g, t), 
where :• is the space coordinate and t is the time coordinate, 

q(•, t) -- E zi(t)pi(•). (1) 
i 

Here zi - zi• + izi2 are the complex POP-coefficient time 
series, and Pi = Pi• + ipi2 are the spatial POP patterns. 
Pattern Pi• is referred to as the real part of the ith POP, and 
Pi2 is referred to as the imaginary part of the ith POP. The 
system is expected to generate stochastic sequences 

ß ..-• P2 -• P• --> -P2 -• -P• -• P2 --> .... (2) 

Note that the index i was dropped for convenience. Thus, 
if at time t = 0 the system is in state P2, it will be with 
a high probability in state p• one quarter of a period later, 
in state -p2 half a period later, and so on. The period and 
decay time of a POP can be deduced from its coefficient time 
series z. Since the POPs are normalized such that the POP- 

coefficient time series have unit standard deviation, the POP 

patterns can be interpreted as typical anomalies associated 
with a particular process. 

We performed a POP analysis of the Southern Hemi- 
sphere sea surface salinity (SSS) as simulated in the LSG 
experiment. The dominant mode of variability (Figure 1) 
is characterized by an oscillation period and a decay time 
both of roughly 6 years. According to (2), the mode de- 
scribes an eastward propagation of salinity anomalies along 
the ACC with superimposed growth and decay of anomalies. 
Let us consider, for example, the positive salinity anomaly 
southwest of Australia (Figure l a): The anomaly moves 
eastward under intensification first (Figure lb), reaches its 
maximum amplitude east of the dateline, and attenuates 
henceforth while propagating further eastward. Generally, 
strongest anomalies are found approximately southeast of 
New Zealand (typically 0.15 practical salinity units (psu)), 
whereas anomalies are almost negligible in the Indian 
Ocean. Although there are clear indications of a zonal 
wavenumber three pattern, the zonal variations of the ampli- 
tude of the mode can only be explained using a combination 
of more than only one wavenumber. We will return to this 
point in section 3.3. 

The mode explains up to 35% of the model's total SSS 
variability in the ACC (Figure lc). Locally, the explained 
variance is highest in the Pacific sector. The cross spectra of 
the POP-coefficient time series are characterized by a pro- 
nounced peak near the POP period (6 years), high coher- 
ence, and a constant phase shift of roughly 90 ø (Figure 2) as 
expected from POP theory [e.g., von Storch et al., 1995]. 

Local values for growth and decay rates can be deduced 
from the geographical locations of the maxima and minima 
of the POP patterns [Schnur, 1993]. A schematic sketch ob- 
tained from such an analysis is shown in Figure 3. Three dif- 
ferent regions can be characterized. Southwest of Australia 
and New Zealand, the POP describes a growth of anoma- 
lies with an increasing growth rate from west to east. In the 
region between 160øW and east of Drake Passage the am- 
plitude of the POP decreases. Near Drake Passage the decay 
is temporally halted. In the Indian Ocean the amplitudes are 
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Figure 1. Spatial patterns of sea surface salinity (SSS) in practical salinity units (psu) of the dominant 
mode of interannual variability in the Southern Ocean: (a) imaginary part, (b) real part, and (c) locally 
explained variance. The contour interval is 0.02 psu for the imaginary part and the real part (Figures 1 a 
and lb) and 5% for the locally explained variance (Figure lc). The model topography is shaded. Note 
that the model is formulated on an Arakawa E-Grid and that data and topography were transferred to a 
regular grid for plotting. 

negligible. If we assume exponential decay and growth, we 
can estimate local values of e-growth and e-decay rates from 
Figure 3, which represent a measure for the average time it 
takes to increase/decrease the amplitude of SSS anomalies 
by a factor of e at these geographical locations. In this way 
we yield a growth rate of 2.2 years for the West Pacific and 
a decay rate of roughly 2.9 years for the East Pacific sector. 

To gain insight into the way the mode is expressed in 
other variables of the model, associated correlation patterns 
of temperature and salinity at the uppermost four layers (cen- 
tered at 25, 75, 150, and 250 m depth) using the POP- 
coefficient time series z as a bivariate index were computed. 
The associated correlation patterns PA (:•) were derived by 
minimizing the expected mean squared error between some 

data r(Z, t) (e.g., temperature) and ZpA, 

I! t) - z(t)pA I1== min. (3) 

Since the index is bivariate and has unit standard deviation, 
two patterns are obtained which can be interpreted according 
to (2) and which represent typical anomalies associated with 
the POP mode. 

The associated patterns for SST also describe an eastward 
propagating signal (Figure 4). The strongest SST anomalies 
occur southeast of New Zealand and typically have values of 
the order of 0.35 K. However, at the sea surface the signal- 
to-noise ratio for temperatures is smaller compared with that 
for salinity. Temperature anomalies with timescales longer 
than the restoring timescale of 5 months are damped ow- 
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Figure 2. Spectra of the Principal Oscillation Pattern (POP)-coefficient time series of the dominant mode 
of interannual variability in the Antarctic Circumpolar Current (ACC): (a) power spectrum (solid line, real 
component; dashed line, imaginary component; dotted line, fitted theoretical model (section 3.3.3)), (b) 
phase spectrum, and (c) coherence squared. The bar on the left-hand side in Figure 2a represents the 95% 
confidence interval. 

ing to the applied forcing, and the direct effect of thermal 
stochastic forcing leads to a higher short-term background 
variability. As a result, the locally explained variance is only 
10-20% in the Pacific sector of the ACC. The associated pat- 
terns for temperature at 75, 150, and 250 m depth are similar 

to that for SST, although with a slightly larger zonal extend 
(not shown). The locally explained variance is somewhat 
larger, and typical amplitudes of the temperature anomalies 
are approximately 0.2 K at 150 m depth, and 0.15 K at 75, 
and 250 m depth (not shown). 
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Figure 3. Schematic sketch of the dominant mode of interannual variability. Numbers denote typical 
amplitudes of positive (solid circles) and negative (dashed circles) salinity anomalies. The width of the 
arrows shows qualitatively the growth and the decay rates for the transition from the imaginary to the real 
and from the real to the negative of the imaginary part. 

For the salinities the situation is slightly different. Here 
the signal is more confined to the upper two layers. At 250 m 
depth, anomalies of significant amplitude were only found 
southeast of New Zealand, where they account for roughly 
25% of the local salinity variability. The restriction of the 
signal to a very limited region at deeper layers is probably 
due to the fact that anomalies here are triggered by changes 
in the depth of convection due to the propagating surface 
anomalies. These changes are strongest in regions in which 
the stability of the vertical stratification is small and where 
the surface signal is strongest (Figure 1). 

The interannual variability described is to a large extent 
characterized by the eastward propagation of temperature 
and salinity anomalies. The path which the maxima of the 
anomalies follow coincides well with the trajectory of a pas- 
sive tracer in the mean current of the model's ACC. We 

therefore propose that the propagation of the anomalies is 
basically a result of ocean advection. On the other hand, the 
generation of the anomalies is probably mainly a result of 
the integration of the stochastic atmospheric forcing. In the 
following we want to test the hypothesis that the interannual 
variability found in the LSG model can to a large extent be 
described as a combination of the integration of the white- 
noise atmospheric forcing, ocean advection, and some linear 
feedback. On the basis of this hypothesis, a simple concep- 
tual model for the oceanic variability is developed in sec- 
tion 3.2 and compared to the results of the LSG experiment 
in section 3.3. 

3.2. A Conceptual Model 

To develop a conceptual model that incorporates the three 
ingredients just identified (i.e., atmospheric forcing, advec- 
tion, and feedback), we consider the anomaly q(f, t) of some 
oceanic property like temperature or salinity. Its evolution in 
time can be described by the general transport equation 

Oq 
Ot -- + V'('gq) - s, (4) 

where ff(:g, t) denotes the horizontal velocity and s(:g, t) de- 
notes any source or sink of property q. 

Since we consider only the horizontal transport equation, 
the source term includes the atmosphere-ocean fluxes as well 
as fluxes from below, as, for instance, the flux due to convec- 

tion. Thus s is a function of low-frequency oceanic and high- 
frequency atmospheric variables. To separate between these 
two timescales, we split s into a slowly varying component 
• depending on the ocean conditions and a fluctuating part 
s • describing the influence of the atmosphere. We further as- 
sume that • can be written as a linear feedback, • - -Aq, 
where ,• is a constant, so that (4) becomes 

Oq 
0--/+ V(ffq) + Aq- s'. (5) 

Equation (5) is formally similar to a stochastic climate model 
with linear feedback and advection in which the variabil- 

ity of the slowly varying oceanic variable q is primarily a 
result of the high-frequency (atmospheric) noise forcing s •. 
Similar models were proposed and successfully applied, for 
example, to midlatitude SST variability [Frankignoul and 
Reynolds, 1983] and to the advection of sea ice in the Arctic 
and Antarctic [Lemke et al., 1980]. It should be stressed that 
high-frequency oceanic variability may also contribute to s • 
in (5). To start with, we will test to what extent our model 
can explain the observed variability when s • solely consists 
of atmospheric fluctuations. 

To further simplify the model, we assume that the anoma- 
lies are confined to a layer of constant depth, that only vari- 
ations in zonal direction are important, and that advection 
takes place at the mean zonal velocity • of the ACC, which 
is assumed to be independent of space and time. With these 
assumptions the ACC is approximated as a straight chan- 
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Figure 4. Associated correlation patterns of sea surface temperature (SST) in Kelvin: (a) imaginary 
part, (b) real part, and (c) locally explained variance. The contour interval is 0.05 K for the imaginary 
part and the real part (Figures 4a and 4b) and 5% for the locally explained variance (Figure 4c). The 
model topography is shaded. Note that the model is formulated on an Arakawa E-Grid and that data and 
topography were transferred to a regular grid for plotting. 

nel of constant depth and width with a constant zonal flow. 
Equation (5) then becomes 

0 

Ot q(x, t) + •xxq(X, t) + Xq(x, t) - u(x, t), (6) 

where x denotes longitude and v -- s' for later notational 
convenience. 

To examine the spectral characteristics of our simple con- 
ceptual model, we apply Fourier transformation in space 
and time to (6), multiply the result with its complex con- 
jugate, and perform ensemble averaging to yield a relation 
between the wavenumber-frequency (k-w)spectrum of the 
atmospheric forcing F,, and that of the oceanic response 
Fqq, 

- + (7) 
where F,a, denotes the cross spectrum between a and b. In 
the following we use for simplification_ of notation within the 
text the dimensionless wavenumber k - kR cos ½, where 
R denotes the radius of the Earth and ½ denotes the lati- 
tude. Within formulas, however, we retain the wavenumber 

k. For a white-noise atmospheric forcing, F,• is indepen- 
dent of co. From (7) it then follows that for each wavenum- 
ber k the wavenumber-frequency spectrum Fqq of the ocean 
response has a maximum at co -- k•. In other words, in the 
wavenumber-frequency domain, Fqq peaks along a curve of 
constant cok- 1. 

For later reference we also need the variance spectrum, 
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which is just the wavenumber-frequency spectrum (equation 
(7)) integrated over all wavenumbers, 

f - + (8) 
The variance spectrum of the ocean response also depends 
on the spectrum of the forcing. If the latter is indepet•dent of 
co (i.e., white noise) but has a distinct maximum at a certain 
wavenumber ko, the variance spectrum (equation (8)) will 
have a peak at frequency ko•. In this case the spatial co- 
herence of the forcing is mapped onto the slow system and 
determines the timescale T of the oceanic response through 
T = 2•r(ko•) -•. 

A similar model was presented and discussed by Sara- 
vanan and McWilliams [1998], who investigated interan- 
nual and decadal variability in the North Atlantic region. 
They arrived at an equation similar to (6) (their equations 9 
and 10) and found that their model can give rise to a pre- 
ferred timescale T = L/V, where the length scale L is asso- 
ciated with the atmospheric variability and the velocity scale 
V is associated with the advection in the upper ocean. The 
timescale L/V of Saravanan and McWi.lliams is identical to 
the timescale T = 27r(ko•) -1 of our conceptual model. 

3.3. Model Testing 

In section 3.2 we derived a simple model (equation (6)) 
to describe the generation and propagation of anomalies in 
the Southern Ocean. We are now going to test whether 
this model is consistent with the main results from the LSG 

model as discussed in section 3.1. 

3.3.1. Wavenumber-frequency spectra. We compared 
the wavenumber-frequency spectra calculated from the LSG 
experiment data with those predicted by our conceptual 
model (equation (7)). For this purpose we expanded temper- 
ature and salinity at 51 øS and 61 øS at the sea surface and at 
75 m depth into a series of sine and cosine functions along 
each latitude belt. The time dependent sine and cosine coef- 
ficients bk(t) and ak(t) are assumed to be a random realiza- 
tion of a bivariate stochastic process and are used to estimate 
the wavenumber-frequency spectrum given by 

1 [Faa q- Fbb](co, k) - Qab(co, k), (9) 
where Qab represents the quadrature spectrum of the sine 
and cosine coefficients [von Storch and Zwiers, 1999]. Ad- 
ditional heuristic arguments are used to assign parts of the 
overall variance to standing and propagating waves. We use 
the definition of Pratt [1976], who interprets the minimum 
of westward and eastward propagating variance as standing 
variance and labels the remainder as propagating variance. 
With this interpretation the standing variance comprises all 
standing plus all random fluctuations. 

A large fraction of the SSS variance at 51 øS is accounted 
for by a standing wavenumber one pattern with a timescale 
of 40 to 50 years (Figure 5b). Near the POP period of 
6 years, most of the SSS variance is attributed to the propa- 
gating part of the spectrum at zonal wavenumbers 1-3 (Fig- 

ure 5a). In accordance with the spectrum of our conceptual 
model (equation (7)), the maximum of the propagating vari- 
ance is centered along a curve of almost constant cok-x: For 
•: = 1 the maximum variance occurs at a period of roughly 
18 years, for •: = 2 it occurs at a period of roughly 9 years, 
and for k = 3 it occurs at roughly 6 years, resulting in a 
propagation speed of 20 ø yr -1. Using a mean radius of the 
Earth of 6370 km, this is equivalent to an average propaga- 
tion speed of 4.4 cm s- • at 51 o S. 

We compared this velocity to the zonally and vertically 
averaged velocity in the LSG model (Figure 6). In the South- 
ern Hemisphere the largest velocities occur approximately 
in the latitude belt between 40øS and 50øS (Figure 6a). The 
exact value of the maximum zonally averaged zonal veloc- 
ity depends on the range over which the depth average is 
taken (Figure 6b). Within the surface layer the largest veloc- 
ity is 4.56 cm s-•. If we average over the top two layers, the 
maximum velocity yields 4.24 cm s -1. When averaging is 
performed over the uppermost four layers, this velocity de- 
creases down to 3.54 cm s- 1. Since the interannual mode de- 

scribed above is basically a surface phenomenon, the propa- 
gation speed of the anomalies derived from the wavenumber- 
frequency spectrum is a plausible advection speed due to the 
modeled ACC. 

Similar conclusions as those for SSS hold for the wave- 

number-frequency spectra of SST and of temperature and 
salinity at 75 m depth at 51 øS and 61 øS. These spectra are 
similar to that of SSS, however, with a smaller signal-to- 
noise ratio (not shown). The wavenumber-frequency spectra 
for temperature and salinity estimated from the LSG experi- 
ment data are thus in accordance with those predicted by our 
conceptual model (equation (7)). The propagation speed of 
the anomalies is in accordance with a rough estimate of the 
mean velocity of the ACC in our OGCM. 

3.3.2. Spatial forcing patterns. At the end of sec- 
tion 3.2 we discussed the possibility that if most of the 
atmospheric variability could be attributed to only a few 
wavenumbers, this may, together with a characteristic veloc- 
ity scale in the ocean, determine the timescale of the ocean 
response. To test this hypothesis we used (9) to estimate 
the wavenumber-frequency spectra of all atmospheric forc- 
ing components (boundary temperature, net freshwater flux, 
and wind stress curl) used in the LSG experiment. Most of 
the variance in these spectra is attributed to wavenumbers 
1-3, depending on the component of the forcing (Figure 7). 
This supports our conceptual model (equation (6)), as a com- 
bination of more than one dominant wavenumber in the forc- 

ing fields is necessary to account for the zonal modifications 
of the amplitude of the ocean response as found for the POP 
mode (Figure 1). We will discuss this in more detail in sec- 
tion 3.3.4. 

With respect to frequency the wavenumber-frequency 
spectra are almost constant. This is typical for white-noise 
processes. The variance of the model forcing which is at- 
tributed to the standing part of the spectrum is usually 
1-2 orders of magnitude larger than that associated with the 
propagating part. This results from the fact that the atmo- 
spheric forcing of the LSG experiment consists of a limited 
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Figure 5. Two-sided wavenumber-frequency spectrum of the SSS at 51 øS in 10 -5 psu 2 Aw -1 Ak -l' (a) 
propagating variance and (b) standing variance. In Figure 5a the curve T/c - 18 years is indicated by the 
bold line. It corresponds to a curve of constant advection velocity of 2•rR cos(0) (T•) -• - 4.4 cm s -• . 

number of spatial patterns which were chosen randomly in 
time. Thus there is no preferred propagation direction, and 
the variance is dominated by the standing part of the spec- 
trum. Therefore only the total variance is shown in Figure 7. 

Although we cannot draw any conclusions from the rela- 
tive amount of atmospheric variance explained by the prop- 
agating and the standing part of the spectrum in our exper- 
iment, there is some observational evidence that the chosen 

forcing nevertheless represents an adequate approximation 
of the real situation. For instance, Mo and White [ 1985] and 
Xu et al. [1990] report a preference of the atmosphere to 
attribute energy to the standing part of the spectrum in the 
midlatitudes of the Southern Hemisphere. Connolley [ 1997] 
reached similar conclusions and suggested that the patterns 
of the atmospheric variability at high southern latitudes are 
a characteristic of the land-sea distribution and the topogra- 
phy. 

3.3.3. Model fit. As shown in sections 3.3.1 and 3.3.2, 

there is general agreement between the wavenumber-fre- 
quency spectra derived from our conceptual model (equa- 
tion (6)) and those of the atmospheric forcing and the ocean 
response in the LSG experiment. We now apply our con- 
ceptual model to the POP-coefficient time series. To check 

if both spectra are consistent, we fitted the spectrum (equa- 
tion (8)) of our conceptual model to the spectra of the POP- 
coefficient time series. For simplicity, we assumed that the 
white-noise atmospheric forcing F•,•, (•, k) is dominated by 
a wavenumber three pattern. Then (8) reduces to 

- - oe): + x:' 
where k• - 3 and A•,•, - F•,,(0,/•o - 3) is the constant 
amplitude of the stochastic forcing. Fitting (10) to the spec- 
trum of the POP-coefficient time series, a good agreement 
was obtained (Figure 2a). The model parameters A•,•,, •, 
and • were estimated by a least squares fit, minimizing the 
deviation between the power spectra of the POP coefficients 
and the conceptual model. In this way we obtained a mean 
velocity of roughly 0.342 rad yr -• , which is equivalent to al- 
most 20 ø yr -•, or 4.4 cm s -• at 51 øS. It coincides with the 
vertically and zonally averaged zonal velocity between 40øS 
and 50øS (Figure 6), which is a rough approximation of the 
average speed of the ACC in the LSG model. Additionally, 
a turnaround time around Antarctica of roughly 19 years can 
be inferred. Because of the assumed wavenumber three pat- 
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the depth given at the ordinate. 

to a linear feedback of ,k = 0.28 yr -1 as estimated from 
the POP coefficients. The average velocity • was set to 
4.5 cm s -1, an approximation of the mean velocity of the 
ACC in the LSG OGCM. For the zonal resolution Ax we 

choose roughly 350 km, which corresponds to 72 grid points 
at 51 øS, and for the time step At we choose one month. The 
white-noise forcing function v was represented by 

/J(X, t) -- A 1 (t) ½oS[klz q- ½1 (t)] q- A2(t) cos[k2x + ½2 (t)], 
(12) 

where ki denotes wavenumber, 4)i denotes phase, and Ai de- 
notes the amplitude of the forcing. 

Three different experiments were carried out. In the first 
experiment (El) merely a wavenumber three forcing was 
used (kl - 3 and A2(t) - ½:t (t) - •52(t) - 0), and the 
amplitude A1 (t) was chosen randomly with respect to time. 
In the second experiment (E2)~we used a s•uperposition of 
wavenumbers two and three (kl - 3 and k2 - 2) with a 
common but randomly chosen amplitude (A1 (t) - A2(t)) 
and constant phase (41 - 42 - 0). The third experiment 
(E3) is similar to E2, except that all amplitudes and phases 
are uncorrelated and vary independently with time, such that 
there is no constant phase relationship among both compo- 
nents of the forcing. 

Figure 8 shows Hovmoeller diagrams for the temperature 
anomalies in all three experiments. In all cases there are 
clear indications of anomalies propagating at the mean cur- 
rent velocity, yielding a turnaround time of 18 years. If the 
variance of the forcing is dominated by only one wavenum- 
ber (El), no zonal modifications of the amplitude of the 
ocean response are found (Figure 8a). However, if a com- 
bination of at least two wavenumbers with a fixed phase re- 
lationship is chosen (E2), remarkable zonal amplitude modi- 
fications are obtained (Figure 8b). If the constant phase con- 
straint is relaxed (E3), no clear zonal modification of the 
amplitude of the response emerges (Figure 8c). Therefore 
a fixed spatial phase of at least two different wavenumbers 

tern in the atmospheric forcing (/•o - 3), this coFesponds of the forcing is a necessary prerequisite for the zonal vari- 
to a characteristic timescale T - 2•rRcos(4))(ko•) -1 of ations of the ocean response to be explicable in terms of 
roughly 6 years, coinciding with the estimated POP period. our conceptual model, i.e., in terms of the atmospheric forc- 
The feedback term ,k yields 0.28 yr -1, corresponding to an ing. The fixed spatial phase results in zonal variations of 
e-folding time of almost 4 years. The white-noise forcing the mean amplitude of the stochastic forcing. An analysis 
level was estimated to be 1.239 x 10 -3 yr -1. Note that of the atmospheric forcing fields used in our OGCM experi- 
POP-coefficient time series are dimensionless in our case. ment indeed shows that their amplitudes are generally larger 

3.3.4. Characteristics of the discretized conceptual 
model. To demonstrate that the qualitative characteristics 
of our conceptual model match those of the interannual 
mode of variability in the ACC of the LSG model, the dis- 
cretized version of (6) was adopted to temperature anoma- 
lies T, 

Tx,t + 1 -- Tx,t Tx + 1,t -- Tx ,t I'i; Vx, t 

in the Pacific than in the Atlantic and the Indic sector of the 

ACC (not shown). 
Concluding, there is noticeable agreement between the 

variability in the LSG model as described by the POP mode 
and the results obtained with the proposed simple conceptual 
model (6). A combination of the integration of the white- 
noise atmospheric forcing, ocean advection, and some linear 

At + • Ax ! rxt = ' feedback seems plausible and is sufficient to describe the cppAz ' cppAz 
(1 l) interannual variability simulated in the LSG model at a first- 

and integrated forward in time for 100 years. Here x de- order approximation. 
notes longitude, t denotes time, cp - 3994 J kg -1 K -1 
is the specific heat of sea water at constant pressure, and 3.4. Ocean Feedbacks 
p - 1000 kg m -3 is the density of sea water. The ratio Up to now we assumed an essentially passive ocean in 
of the damping factor n and the surface layer thickness Az formulating our conceptual model to explain the interannual 
was chosen to be 3.6 x 10 -2 W m -3 K -1, corresponding variability found in the ACC of our stochastically forced 
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Figure 7. One-sided wavenumber-frequency spectra of the atmospheric forcing at 51 øS: (a) wind stress 
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OGCM experiment. However, indications do exist that posi- 
tive feedbacks might significantly contribute to the observed 
variability. For instance, we found a stronger damping of 
the anomalies in the Indian Ocean and East Atlantic as com- 

pared with the Pacific. In our case the most prominent can- 
didate for positive oceanic feedbacks is oceanic convection. 

The relevance of convective feedbacks for the described 

mode of interannual variability in the ACC of the LSG model 
is indicated by the change of sign of the anomalies of the 
associated correlation patterns at a depth between 75 and 
150 m, depending on location. As cold and fresh water 

overlies warmer and saltier water in the upper Southern 
Ocean, there exist many regions where the stratification is 
only marginally stable and where positive SSS anomalies 
may trigger deeper convection in winter, which in turn leads 
to an amplification of the salinity anomalies at the sea sur- 
face owing to enhanced mixing with saltier water from be- 
low. Similarly, negative SSS anomalies can be amplified by 
reduced convection and reduced mixing with the underlying 
saltier water. 

To assess locally the relative importance of stochastic 
forcing and convective feedbacks, we computed the asso- 
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Figure 8. Hovmoeller diagrams of simulated SST response at 51 øS using a simple one-dimensional model 
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ciated correlation patterns PA (•, z) of the salinity at all lay- 
ers, again using the POP-coefficient time series as a bivari- 
ate index (equation (3)). Here z denotes depth. From these 
patterns we computed the anomalous salt content in a water 
column $ (Z, z•) by 

k 

S(•, Zk)- EpA(3•,Zi)hZi, (13) 
i=l 

where z• represents the sea surface (the uppermost layer) 
and Az• denotes the thickness of layer i. There are no atmo- 
spheric feedbacks for the SSS. Convection can only verti- 
cally redistribute the salt. Hence a positive salinity anomaly 
at the sea surface due to anomalous convection must be ba- 

lanced by negative anomalies at depth and vice versa. In this 
case the integral (13) over the entire water column yields 
zero. All deviations of (13) from zero show the direct ef- 
fect of the stochastic forcing, either as direct integration 
of anomalous freshwater fluxes or as the effect of anoma- 

lous horizontal salt transports. The latter can originate, 
for instance, directly from anomalous Ekman transports or 
from the interaction of existing anomalies with a vertically 
sheared flow field. 

Thus the ratio between the anomalous salt content in the 

near-surface layers (which is a measure of the signal 
strength) and the asymptotic value at depth gives an estimate 
of the relative importance of local vertical redistribution pro- 
cesses (e.g., convection) compared to direct integration of 
the forcing and horizontal exchange processes. In the re- 
gions where the mode has large amplitudes (especially in 
the South Pacific), we found that (13) reaches a maximum at 
typically 75 m depth (starting from the sea surface), before it 
reaches a deep saturation value. In general, the changes be- 
low 450 m are small and will be neglected here. In the region 
between 170øE and 150øW in the latitude belt between 40øS 

and 60 ø S, the anomalous salt content of the upper 113 m 
is typically more than twice as large as the total vertically 
integrated anomalous salt content integrated over the entire 
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water column. This is the region where the mode has the 
highest amplitudes in surface salinity. Here the anomalies 
generally change the sign at depths between 75 and 150 m. 
Our analysis reveals that in this region, local convection sig- 
nificantly contributes to the amplitudes of the SSS anomalies 
as obtained from our POP analysis. In all other regions, lo- 
cal convection has a smaller influence on the SSS anomalies 

compared to other processes like stochastic forcing. 
Experiments in which various types of forcing were 

........ on and off did •t 1.arl •4. nt{tqp•t{nn of a n ...... to the 

single type of forcing that is responsible for the generation 
of salinity anomalies in the Southern Ocean. It appears that 
both heat flux and wind stress are important, with the latter 
slightly dominating, while freshwater flux forcing seems to 
play a minor role, which is consistent with the findings in 
a recent paper by Bonekamp et al. [1999]. The importance 
of wind stress implies that modes of variability with strong 
signatures in the temperature and salinity structure can also 
be induced by stochastically varying Ekman transports. The 
ability to generate the mode described in the present pa- 
per with significant amplitude with the stochastic forcing re- 
stricted to heat flux variations shows that anomalous convec- 

tion (triggered by anomalous heat fluxes) in connection with 
a vertical shear of the horizontal velocities also contributes 

considerably to the excitation of this mode. 
As an additional test, we performed an experiment which 

was identical to the one described in section 2.2 but with 

convection shut off. As expected, the model climate imme- 
diately started to drift strongly when convection was shut off. 
Whereas the length scale of the forcing remains constant, the 
advective velocity scale (average ACC speed) changes but 
not an order of magnitude. The depth scale over which the 
forcing is distributed, however, as well as the background 
climate including the subsurface temperature and salinity 
gradients are strongly affected by the switched off convec- 
tive adjustment algorithm. The results of this experiment 
show that the interannual variability in the ACC decreases 
by a factor of 3. However, the spatial pattern of the variabil- 
ity remains nearly unchanged. This implies that the "passive 
ocean" stochastic theory can give a first-order explanation 
of the interannual variability found in the ACC of the LSG 
model. However, the amplitude is partially determined by 
convective feedbacks. A direct translation of the amount of 

reduction in the amplitude of the mode into a measure of the 
relative importance of convective feedbacks is not justified 
owing to the potential effect of the model drift on the sta- 
bility characteristics and patterns of the eigenmodes of the 
model. Beside this, convection is likely to be the most im- 
portant mechanism that creates salinity anomalies by anoma- 
lous convection as model response to heat flux anomalies. 
We may only conclude that convective feedbacks exist and 
that they are potentially important in the Western Pacific sec- 
tor of the ACC. This supports our findings from the analysis 
of the anomalous salt content. 

4. Summary and Discussion 

The Hamburg LSG OGCM was forced with stochastic 
components added to the climatological fluxes of momen- 

tum, heat, and freshwater. In the Southern Ocean, pro- 
nounced interannual variability was excited. It is charac- 
terized by salinity and temperature anomalies in the upper 
levels, which propagate eastward along the ACC at the mean 
current velocity. The amplitude of the anomalies is at max- 
imum in the Pacific sector of the ACC and almost negligi- 
ble in the Indian Ocean. The mode was identified by means 
of a POP analysis of sea surface salinities for which it lo- 
cally explains up to 35% of the total variance. POP analysis 
reveals that the anomalies are o,,•:,,r,-o,• or generated south- 
west of Australia and New Zealand. Subsequently, they are 
advected through the Pacific sector of the ACC and are de- 
caying in the East Pacific, and after having passed through 
Drake Passage. The timescale of the variability was found 
to be 6 years. 

The spectra of the POP coefficients coincide well with the 
theoretical spectrum of a stochastic climate model with lin- 
ear feedback and advection in which the ocean acts primar- 
ily as integrator of the short-term atmospheric fluctuations 
and transfers them into a red response signal. For a given 
timescale of the variability of roughly 6 years (the POP pe- 
riod), the agreement between the spectrum of the stochas- 
tic climate model and those of the POP coefficients is best 

for a characteristic length scale of the atmospheric forcing 
patterns, which corresponds to a zonal wavenumber pattern 
k0 - 3, and a mean zonal velocity at which the anomalies 
in the ocean are advected of • = 4.4 cm s -• . These values 

correspond to the characteristic length scale of the fixed spa- 
tial atmospheric patterns which were used to force the LSG 
model and the vertically and zonally averaged zonal veloc- 
ity between 40øS and 50øS. The latter can be considered 
as an estimate of the average speed of the ACC in the LSG 
model. Other combinations of k0 and •, which would yield 
equally good agreements between the theoretical spectrum 
of the stochastic climate model and those of the POP coef- 

ficients, are physically less plausible and are not confirmed 
by our analyses. 

Two properties of the atmospheric forcing were found 
to be important for the interannual ocean variability diag- 
nosed in our OGCM experiment to be explicable in terms 
of that forcing: the characteristic length scale of the forc- 
ing patterns and their stochastic behavior in time, which, in 
our experiment, is fulfilled by representing the short-term 
atmospheric weather fluctuations by a number of spatially 
fixed and coherent patterns of momentum, heat, and fresh- 
water flux which were chosen randomly with respect to time. 
Some support can be found that this type of forcing repre- 
sents a first-order approximation of the situation found in 
the real Southern Ocean: Connolley [1997] showed that the 
temporal variability in the mean sea level pressure (MSLP) 
south of 40øS is characterized by a "white" spectrum, which 
is consistent with "random" forcing by weather events and 
a "decoupling" ocean integration. He further found that 
the spatial pattern of MSLP variability shows a large-scale 
structure that is consistent between observations and vari- 

ous models, and he suggested that the pattern of variability 
is a characteristic of the land-sea distribution and topogra- 
phy. His findings are supported by the earlier analyses of 
Mo and White [1985] and Xu et al. [1990], who showed 
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that a preference of the atmosphere to attribute energy to the 
zonal wavenumber three in the standing part of the spectrum 
in midlatitudes of the Southern Hemisphere does exist. 

The spatial patterns of the short-term atmospheric weather 
fluctuations used to force the LSG OGCM in our experiment 
were obtained from an atmospheric GCM forced with ob- 
served SSTs. The probability that the characteristic length 
scale of these forcing patterns might be simply a result of 
the response of the atmospheric GCM to the prescribed 
SSTs appears to be small: Several authors provided evi- 
dence that at the interannual timescale the dominant forc- 

ing at high southern latitudes is atmosphere to ocean and 
that the feedback of SST anomalies on the atmospheric cir- 
culation is relatively small. Basher and Thompson [1996] 
found that SSTs in the New Zealand region lagged air tem- 
perature anomalies by half a month, which indicates that the 
dominant forcing is atmosphere to ocean at high southern 
latitudes. Rowell [1998] investigated an ensemble of six at- 
mosphere model integrations forced with observed SST and 
sea ice starting from modified initial conditions. He found 
that the SST forcing has a strong direct effect in the tropics 
and only little direct effect in the midlatitudes to high lati- 
tudes except in spring in the far southeast Pacific. Connolley 
[1997] used a hierarchy of climate models (uncoupled at- 
mosphere model forced with climatological SST, uncoupled 
atmosphere model forced with observed SST (AMIP style), 
and coupled atmosphere-ocean model experiments) together 
with observations. He showed that although an increase in 
atmospheric variability is seen within the hierarchy of model 
runs, even an uncoupled atmospheric model without interan- 
nual variations in the SST captures most of the observed at- 
mospheric interannual variability, and he concluded that the 
models are sufficiently skillful to reproduce the patterns of 
observed variability. However, it should be emphasized that 
there is still ongoing discussion on atmosphere-ocean inter- 
action at midlatitudes to high latitudes. 

We conclude that the variability occurring in the ACC 
in our LSG experiment can to a good level of approxi- 
mation be described by our proposed conceptual stochas- 
tic model. In this model, it is the large-scale spatial coher- 
ence of the atmospheric forcing which is transferred to the 
ocean and which together with the average zonal velocity of 
the ACC determines the timescale of the oceanic variabil- 

ity. This is the same mechanism as described by Saravanan 
and McWilliams [1998], who elaborated the role of atmo- 
spheric teleconnections in stochastically forcing extratropi- 
cal ocean variability. They noted that atmospheric variabil- 
ity on timescales of a month and longer is dominated by a 
few large-scale spatial patterns, whose time evolution has a 
significant stochastic component. These teleconnections im- 
print their patterns onto the ocean through the associated flux 
exchange, possibly modified by ocean advection. As in our 
model, a spectral peak arises at the timescale set by the ratio 
of the length scale of the forcing to the advective velocity 
scale in the ocean. In this theory the ocean essentially plays 
a passive role; no oscillatory modes are required to explain 
a preferred timescale of the oceanic variability. 

There are strong similarities between the interannual vari- 

ability found in the Southern Ocean of the LSG model and 
that described by CBR for a CGCM. CBR associated this 
variability with the Antarctic Circumpolar Wave as de- 
scribed by WP. A typical amplitude of the mode of CBR 
is roughly 0.1-0.2 K, which is consistent with the typical 
strength of a SST anomaly associated with the mode in our 
ocean-only experiment which is roughly 0.35 K (Figure 4). 
Thus the magnitudes of both modes are comparable. If we 
suppose that both modes represent the same physical phe- 
nomenon, this indicates that stochastic atmospheric forcing 
is a first-order process for the excitation of the described 
mode, while atmosphere-ocean feedbacks play a minor role. 
This corresponds with the findings of CBR, who considered 
their mode as a phenomenon basically driven by atmospheric 
forcing. 

CBR further emphasized that their mode is basically con- 
fined to the Pacific sector of the ACC and that its amplitude 
is much weaker in the Atlantic and the Indian Ocean. Fur- 

thermore, they pointed out that in their model the patterns 
for SLP and meridional wind stress seem to be governed 
by standing oscillations. They argued that the discrepan- 
cies between their results and those of WP might be partly 
an artifact of the short observational data records. Coincid- 

ing with the findings of CBR, the amplitude of the mode 
in our ocean-only experiment, in which atmosphere-ocean 
feedbacks are completely neglected, is at maximum in the 
Pacific sector of the ACC and almost negligible in the Indian 
Ocean. However, since we found the spatial characteristics 
of the atmospheric forcing to be important for the tempo- 
ral and the spatial scale of the oceanic variability in our ex- 
periment, our findings cannot be considered as completely 
independent of those of CBR: The atmospheric part of their 
CGCM is almost the same as the one used for the AMIP sim- 

ulation [Arpe et al., 1993] from which the stochastic forcing 
of the LSG experiment in the present study was derived. 

CBR concluded that the propagating oceanic anomalies 
interact with a spatially fixed resonant atmospheric back- 
ground pattern such that the oceanic anomalies are selec- 
tively amplified or dissipated. They forced a simple one- 
dimensional ocean heat budget model for the ACC with a 
standing wave given by a spatially fixed wavenumber three 
and an oscillation period of 4 years. They were able to ex- 
cite SST anomalies with a zonal wavenumber three distribu- 

tion which propagate eastward along the ACC. However, no 
explanation was given where the 4-year period of the atmo- 
spheric fluctuations might come from. In contrast, we found 
that even a stochastic atmospheric forcing is able to gener- 
ate an organized oceanic response which shows noticeable 
similarities with the variability described by CBR. By us- 
ing a similar simple model, we showed in the present study 
that irregular atmospheric fluctuations in time are sufficient 
to excite propagating signals in the SST or SSS. With a spa- 
tially fixed zonal wavenumber three pattern, we were able 
to reconstruct basic features of the variability in the ACC 
such as the spatial scale of the ocean response or the prop- 
agation of the anomalies at the mean velocity of the ACC. 
With a combination of spatially fixed wavenumber three and 
two patterns as suggested by the results of our wavenumber- 
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frequency analysis of the atmospheric forcing, we were also 
able to reconstruct the zonal modifications of the amplitude 
of the interannual variability. In our conceptual model no 
preferred timescales of the atmospheric forcing are required 
to explain a preferred timescale of the oceanic variability: A 
spectral peak of the ocean response arises at the timescale 
set by the ratio of the length scale of the forcing and the ad- 
vective velocity scale in the ocean. The ocean essentially 
plays a passive role. In our experiments the spatial patterns 
of t ho farplng were chosen randomly in time from an AMlP- 
style AGCM experiment. As a result, the variability of the 
forcing is dominated by standing waves. These waves have 
essentially similar patterns and amplitudes in observations, 
coupled GCMs, uncoupled GCMs, and AMIP-style integra- 
tions of atmospheric GCMs [e.g., Conolley, 1997; Xu et al., 
1990; Mo and White, 1985]. 

Compared to the ACW as described by WP from observa- 
tions, the mode of variability presented in this paper shows 
similarities and differences: The observed ACW may have 
a slightly larger amplitude than the modeled mode. Within 
the band-pass filtered observations, WP found typical val- 
ues of SST anomalies of 0.5 K, whereas typical amplitudes 
of our mode are 0.35 K. Another difference between ob- 

served and modeled SST anomalies lies in the zonal mod- 

ification of the strength of the SST anomalies. Analyzing 
observations, WP suggested that phase-locked anomalies of 
SST, SLP, and mean meridional wind stress completely cir- 
cle around the globe, and they concluded that the ACW re- 
flects a coupled mode of the atmosphere-ocean system. Our 
modeled mode is basically confined to the Pacific sector of 
the ACC. It is much weaker in the Atlantic and the Indian 

Ocean, and atmospheric feedbacks are completely neglected 
in our study. From observations, WP estimated an ACW 
propagation speed of 6-8 cm s -z. In our modeled mode the 
anomalies propagate at 4.4 cm s -z on average. Taking into 
account the simplicity of our model, this can still be consid- 
ered as consistent with observations: The horizontal and the 

vertical resolution of the model are relatively coarse com- 
pared to the spatial scale of fronts, eddies, and jet streams 
in the ACC, which are crucial for its dynamics. As a result, 
the average speed of the ACC is only roughly 4.4 cm s- z in 
our model. Consequently, the timescale of the variability is 
increased in the LSG model. 

Another difference between the ACW and the mode de- 

scribed in this paper lies in the characteristic zonal wave- 
numbers of the ocean and the atmospheric properties: WP 
describe the ACW as mainly a wavenumber two phenome- 
non. In our OGCM experiment a considerable fraction of 
the variance of the ocean response and the atmospheric forc- 
ing is distributed over the wavenumbers one, two, and three 
(Figure 5), which is similar to the wavenumber character- 
istic of the mode described by CBR. Since CBR used a 
completely different ocean model (OPYC3) at even higher 
resolution in their study, it is unlikely that these differences 
to observations can be attributed to deficiencies of the ocean 

models used. If we suppose that all modes under discussion 
represent the same physical phenomenon, it is more likely 
that the differences could be attributed either to the atmo- 

spheric model from which we derived the atmospheric forc- 
ing patterns and which is essentially the same as that used by 
CBR or to the short observational data record used by WP. 

We found that the interannual variability in the Southern 
Ocean of our OGCM is to a large extent excited by random 
short-term atmospheric weather fluctuations. The anoma- 
lies are advected by the mean ocean circulation, which to- 
gether with the dominant spatial scales of the atmospheric 
forcing determines the timescale of the ocean response. Be- 
cm•. nf the similarities between thi• stncha•tically excited 
mode and the variability described by CBR in a CGCM and 
by WP within observations, we suggest that the mechanism 
presented might be of some importance in the real Southern 
Ocean. 

Appendix: AMIP 

The Atmosphere Model Intercomparison Project (AMIP) 
is an international effort to undertake the systematic inter- 
comparison and validation of the performance of numerous 
atmospheric general circulation models on seasonal and in- 
terannual timescales under as realistic conditions as possi- 
ble. Particular emphasis is put on the simulation of the mean 
climate and the sequences of shorter climate states. 

To enable intercomparison, all involved models simulate 
the same time period under comparable experimental condi- 
tions. As the AMIP test period, the decade 1979-1988 was 
selected. It includes the occurrence of the major ENSO event 
in 1982-1983. The period itself represents a compromise be- 
tween the desire to simulate as long a period as possible and 
the increasing difficulties with the observational data as one 
steps back to earlier years. 

All models are forced with the same observed global dis- 
tributions of SST and sea ice, which are provided in terms of 
observed monthly averages on a 2 ø x 2 ø spherical grid from 
which the appropriate interpolations can be made to force 
each model. A detailed description of the AMIP project can 
be found in the work of Gates [1992]. 

In the present paper we used monthly means of anoma- 
lous near-surface air temperatures and momentum, heat, and 
freshwater fluxes which were derived from an AMIP simu- 

lation with the ECHAM3-T42 AGCM [Arpe et al., 1993]. 
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