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1 Introduction

Clouds play an important role in the climate system by affecting the Earth’s radiation
balance. Basically clouds reflect the solar shortwave radiation and they absorb the
terrestrial longwave radiation. The reflection and absorption depend on the amount,
location, height and type of clouds and on the time of the year. In the global and
annual mean, clouds have a cooling effect on the present climate (IPCC, 1996).

The intermediate complexity climate model ECBilt (Haarsma et al., 1996; Op-
steegh et al., 1998) has been used for long present-day climate simulations to study
the natural variability on decadal to centennial time scales. Due to an implicit treat-
ment of clouds in the radiation parameterization the simulations so far made use of
a prescribed climatological cloud distribution. It is reasonable to assume that cloud
variability has an influence on the natural variability at various time scales. It is
however not clear how relevant cloud variability is for the climate simulations that
are performed with ECBilt.

Intermediate complexity models are not only used to study natural variability on
longer time scales for which very long climate simulations are needed (∼ 1000yr).
Since this type of models is much cheaper to run than current state-of-the-art climate
models they are also very useful for doing large numbers of idealized experiments.
There is thus clearly a need for efficient parameterizations that include the relevant
physical processes.

In this paper two such parameterizations are presented. An efficient shortwave
radiation scheme is introduced in which cloud cover is treated explicitly. In addition
a simple cloud parameterization is presented. The combination of these parameteri-
zations makes it possible to efficiently incorporate cloud cover variability and cloud
cover feedbacks in intermediate complexity models.

The parameterizations are implemented in the intermediate complexity model EC-
Bilt in order to study the effects of dynamical clouds. The second part of this paper
is devoted to an analysis of the impact of cloud cover variability on the mean climate
of the model and its variability on daily to interannual time scales in comparison to
simulations with prescribed climatological clouds.

2 The intermediate complexity model ECBilt

The atmospheric model ECBilt is a spectral quasi-geostrophic model with three ver-
tical levels. The horizontal resolution is truncated at T21. The dynamical part of
the model is based on Marshall and Molteni (1993). As an extension, the neglected
ageostrophic terms in the vorticity and thermodynamic equations are included as
forcings which are diagnostically derived from the vertical motion field. The physi-
cal parameterizations contain bulk formulae for the exchange of sensible and latent
heat. In the original simple schemes for shortwave and longwave radiation the effects
of clouds were prescribed. For solar radiation the reflection and absorption coeffi-
cients were a function of latitude and time of the year and thus implicitly depended
on clouds. The longwave radiation was parameterized as a function of the vertical
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structure of the potential temperature following Held and Suarez (1978). In the pa-
rameterization of downward longwave radiation at the surface (after Holtslag and van
Ulden, 1983) zonally averaged cloud cover was used. The hydrological cycle is de-
scribed by an advection equation for moisture. The cycle is closed by river runoff,
snow melt and soil moisture. The main characteristics of the model relevant for cloud
’prediction’ are given below. Further details about the model are given by Haarsma
et al. (1996) and Opsteegh et al. (1998).

For the computation of the diabatic heating the atmosphere is divided in two lay-
ers: one between the surface and 500 hPa and one between 500 hPa and 200 hPa,
denoted as the lower and the upper layer respectively. The moisture is contained
only in the lower layer, the upper layer is assumed dry. It is further assumed that
the relative humidity is constant throughout the lower layer. Moisture that is (verti-
cally) advected into the upper layer is removed by precipitation. In the lower layer
precipitation occurs when the relative humidity is larger than 0.8. This is because
grid box averaged values are never completely saturated. The amount of precipita-
tion is corrected to account for the heating due to the release of latent heat (latent
heat of sublimation in case the surface temperature is below 0◦C and latent heat of
condensation otherwise). Convective adjustment occurs when the vertical tempera-
ture gradient exceeds the dry (moist) adiabatic lapse rate for unsaturated (saturated)
conditions.

In a new version of ECBilt (ECBilt2) the radiation schemes are improved. The new
radiation parameterizations treat cloud cover explicitly. In addition, the longwave ra-
diation scheme allows for changes in greenhouse gas concentrations and the shortwave
radiation scheme can take the direct effect of changes in sulfate aerosol concentrations
into account. The parameterization for shortwave radiation (presented in Section 3)
and the parameterization for longwave radiation (Schaeffer et al., 1998) are lineariza-
tions of fluxes from the radiative transfer model incorporated in the ECHAM4 GCM
(Van Dorland, 1999; Morcrette, 1991). In ECBilt2 the representation of clouds has
also changed. Cloud cover is either calculated from the simple cloud scheme presented
in Section 4 (dynamical clouds) or prescribed (climatological clouds) according to a
monthly climatology of the International Satellite Cloud Climatology Project (ISCCP;
Rossow et al., 1996) interpolated to the ECBilt resolution. Prescribed clouds are no
longer zonally averaged, the longitudinal variations in cloud cover are also taken into
account in ECBilt2. The surface albedos for each surface type (land, snow, ocean
and sea-ice) are functions of latitude and time of the year. To account for changes
in land cover (and land use), surface albedos are linked to different land cover types
(Schaeffer et al., 1998) in ECBilt2.

3 Shortwave radiation parameterization

The shortwave radiation parameterization introduced here is basically a linearization
of the fluxes of a broad band radiative transfer model. There are two reasons for not
using a radiative transfer model directly in an intermediate complexity GCM. Firstly,
the vertical resolution of intermediate complexity models is generally too low to give
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reliable radiation fluxes. Secondly, by incorporating a sophisticated (and expensive)
radiation model the computational efficiency of an intermediate complexity GCM will
be seriously affected.

The strategy followed here makes indirect use of the ECHAM4 radiative transfer
model, hereafter ECHAM4 RTM (Van Dorland et al., 1999; Morcrette, 1991). The
ECHAM4 RTM shortwave fluxes are parameterized in terms of relevant parameters
like solar zenith angle, day-fraction (the fraction of the day that the sun is up), surface
albedo and cloud fraction. The parameterization involves the linearization of fluxes
around a number of reference states. The linearization is performed separately for
clear and cloudy skies. The method was first introduced by Chou and Neelin (1996)
to derive a linearization of a longwave radiation scheme for the tropics. For the
improved longwave radiation scheme for ECBilt2 their method was applied globally
to the longwave fluxes of the ECHAM4 RTM (Schaeffer et al., 1998; Schaeffer and
Selten, in prep).

A brief description of the ECHAM4 RTM is given next. The radiation scheme
is derived from the radiative transfer model of Morcrette (1991) and modified for
climate modeling purposes (Van Dorland et al., 1999; Van Dorland et al., in prep.).
The model includes the radiative effects of clouds, water vapour, ozone and the well
mixed greenhouse gases CO2, CH4, N2O as well as 16 (H)CFC’s and HFC’s. In
addition, 11 aerosol components based on the Global Aerosol Data Set (d’Almeida
et al. 1991) are incorporated. The longwave radiative transfer component makes use
of 6 spectral intervals, and the shortwave part of the model is divided in 2 spectral
intervals; visible and near-infrared.

The solar constant in ECHAM4 RTM was set to 1370 W m−2. The other variables
that served as input to the radiative transfer model and their sources are given below.
Profiles of temperature and water vapour are obtained from the 40-year NCEP/NCAR
reanalysis (Kalnay et al., 1996). Present day concentrations of CO2 and the green-
house gases are adopted from the IPCC (1996). Ozone profiles are based on the
ECMWF climatology as in the ECHAM4 model (Roeckner et al., 1996). Surface
albedos from the Surface Radiation Budget (SRB) experiment (Darnell et al., 1996)
are used. Clouds, finally, are obtained from the International Satellite Cloud Clima-
tology (ISCCP) D2 monthly dataset (Rossow et al., 1996). Cloud parameters of 1990
clouds were used including fractional coverage of low, medium and high clouds, aver-
age liquid water path and cloud top pressure. Since the cloud base or thickness can
not be determined with satellites, the ISCCP data were combined with the observed
cloud base climatology of Poore et al. (1995) as in Rossow and Zhang (1995).

The shortwave radiation parameterization contains a number of steps. First, the
shortwave fluxes are linearized around a number of reference states i, determined by
reference values of the cosine of the zenith angle cos θ and the surface albedo αs:

Fi(cos θ, αs) = F̃i +
∂Fi

∂ cos θ
∆ cos θ +

∂Fi

∂αs

∆αs i = 1, . . . , 324 (1)

in which F̃i is the reference flux for the reference state and ∆ cos θ and ∆αs are
respectively the deviations from the reference values of cos θ and αs. In total 324
reference states are distinguished. For each of the 12 calendar months there are 27
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regions. Five of these are large mountain regions (Greenland, Rocky Mountains,
Himalaya, Andes and Antarctica). The remaining twenty-two regions are obtained by
distinguishing land and sea areas in eleven latitude bands (ten 15◦ bands and one 30◦

band in the tropics).
The next step is to parameterize the effects of cloud cover variations on the fluxes.

The relative simplicity and limited resolution of intermediate complexity models gen-
erally limits the number of cloud parameters (and properties) that can be obtained
from cloud parameterizations. The simple cloud parameterization that is presented
in Section 4) provides e.g. only the total cloud cover. Since we aim to use the simple
cloud parameterization in conjunction with the radiation parameterization only the
effects of variations in the total cloud cover are taken into account in the radiation pa-
rameterization. Based on sensitivity experiments with ECHAM4 RTM it is assumed
that for a given vertical distribution of clouds the dependency of the fluxes on the
total cloud cover is approximately linear. This means that the flux as function of the
total cloud cover can be written as a linear combination of the clear sky and unity
overcast fluxes:

Fi(c,x) = (1 − c)F clr

i (x) + cF uoc

i (x) (2)

with c the total cloud cover, x a two-dimensional vector representing αs and cos θ and,
F clr

i (x) and F uoc

i (x) the fluxes for the clear sky and unity overcast respectively. The
unity overcast fluxes were obtained by scaling the clouds in the ECHAM4 RTM to
unity overcast i.e. by dividing the cloud amounts in all cloudy layers in the ECHAM4 -
RTM (determined by the ISCCP fractions, tops and thicknesses of the low, middle
and high clouds) by the total cloud cover. In this way the total cloud amount is
maximized while the vertical distribution and the optical properties of the clouds
remain unchanged.

Each of the 27 regions consists of several ISCCP grid points. The unity overcast
fluxes in the individual ISCCP grid points differ because of differences in the grid
box cloud parameters (such as vertical distribution and optical properties). The
reference unity overcast flux and the partial derivatives for a particular reference
state i are obtained by averaging the fluxes and derivatives of all ISCCP grid points
in the corresponding region. As a result climatological variations in vertical cloud
distribution and optical thickness (as function of latitude, time of the year and land or
sea) are implicitly incorporated in the 324 reference unity overcast fluxes. It is obvious
that for the clear sky fluxes no averaging of the ISCCP grid boxes was necessary.

Both for the clear sky and the unity overcast fluxes the ∂Fi/∂ cos θ’s in Eq. (1)
are calculated using finite differences. The variations in the surface albedo (i.e. the
deviations from the reference surface albedo) can be substantial in the polar regions
and high latitudes as a result of variations in sea ice or land ice coverage. Therefore
the derivative ∂Fi/∂αs for the clear sky in Eq. (1) is obtained from a linear fit of
the response of the clear sky fluxes to possible surface albedo deviations. In contrast
to clear sky fluxes it was found that the response of the unity overcast fluxes to
deviations from the reference surface albedo is typically non-linear. For best results,
the response of unity overcast fluxes to surface albedo variations was fitted to a third
order polynomial. For the clear sky and unity overcast fluxes the final form of Eq. (1)
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is respectively:

F clr

i (cos θ, αs) = F̃ clr

i +
∂F clr

i

∂ cos θ
∆ cos θ + a1,i∆αs i = 1, . . . , 324 (3)

and

F uoc

i (cos θ, αs) = F̃ uoc

i +
∂F uoc

i

∂ cos θ
∆ cos θ +

b1,i∆αs + b2,i(∆αs)
2 + b3,i(∆αs)

3 i = 1, . . . , 324 (4)

with a1,i, b1,i, b2,i and b3,i the fitted polynomial coefficients.
The final step in the parameterization is the calculation of the daily average fluxes.

In the previous equations cos θ is the average cosine of the zenith angle over the time
the sun is up. Since the fluxes are zero after sunset, the daily averaged fluxes are
obtained by multiplying the fluxes in Eq. (2) with the day-fraction (the fraction of
the day the sun is up).

Currently parameterized fluxes are calculated at four vertical levels: top of the
atmosphere, 200 hPa, 500 hPa and the surface. The upward and downward fluxes at
these levels are calculated separately. Thus for each grid cell 8 fluxes are calculated.

The direct radiative effect of changing sulfate aerosol concentrations is parame-
terized after Van Dorland (1997). The reflection of solar radiation by sulfate aerosol
particles is taken into account as a correction on the upward clear sky fluxes in Eq. (3)
using Van Dorland’s analytical expression:

∆F clr↑ = S0k (4xy (y − x) − r) ∆SO4 (5)

with S0 the solar constant (1370 W m−2), k = 0.464 m2 g−1 (assuming a mass scat-
tering coefficient of 8 m2 g−1), x = (cos θ)0.5, y = (1 − αs)

0.5, r = 0.05 and ∆SO4 the
change in the column integrated sulfate aerosol concentration in g m−2.

3.1 Performance of the shortwave radiation parameterization

To calculate radiation fluxes with the ECHAM4 RTM a large number of input vari-
ables is needed: profiles of temperature and water vapour, concentrations of CO2,
greenhouse gases and ozone, surface albedos and cloud properties like fractional cov-
erage, vertical distribution and optical thickness. To give an idea of the performance of
the ECHAM4 RTM based on those input variables, the ECHAM4 RTM and param-
eterized fluxes are also compared with the fluxes from ’independent’ sources. Fluxes
at the top of the atmosphere are compared with the fluxes of the NCEP Reanalysis
(Kalnay et al., 1996), the ECHAM4 GCM (Roeckner et al. 1996) and calculations
from Kiehl and Trenberth (1997) . The surface fluxes are also compared with fluxes
from the Surface Radiation Budget (SRB) experiment (Darnell et al , 1996). Table 1
presents the global annual mean fluxes for both the cloudy and clear sky, includ-
ing the cloud forcing (cloudy sky flux minus clear sky flux). The total shortwave
cloud forcing of -50 Wm−2 in ECHAM4 RTM agrees well with the results of Kiehl
and Trenberth (1997). For the shortwave radiation budget at the surface there is
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Table 1: Comparison of global annual mean shortwave radiation fluxes (Wm−2) be-
tween NCEP Reanalyses, Surface Radiation Budget (SRB) experiment, Kiehl and
Trenberth (1997, denoted as KT97), ECHAM4 GCM, ECHAM4 RTM and the pa-
rameterization based on ECHAM4 RTM (LP RTM).

NCEP SRB KT97 ECHAM4 ECHAM4 RTM LP RTM

Top of atmosphere

Cloudy sky 226 – 235 237 238 241
Clear sky 287 – 285 286 288 288
Cloud forcing -61 – -50 -49 -50 -47

Surface

Cloudy sky 162 161 168 147 155 159
Clear sky 221 214 225 214 218 218
Cloud forcing -59 -53 -57 -67 -63 -59

currently an uncertainty of 20–25 Wm−2 (Kiehl and Trenberth, 1997). According to
Kiehl and Trenberth (1997) some of the models used to calculate the annual global
mean energy budget, suggest that the net shortwave absorption at the surface would
be close to 170 Wm−2 while other models and a few observational studies give values
around 150 Wm−2. This uncertainty probably results from the uncertainty in the
black carbon aerosol (soot) concentrations in the cloudy regions and therefore in the
absorption of shortwave radiation by clouds. The ECHAM4 RTM (and ECHAM4
GCM) results are closer to the latter value as a result of a relatively low value of the
single scattering albedo (Van Dorland, personal communication).

The parameterization of the shortwave radiation fluxes is validated by comparing
monthly mean linearized fluxes with the original fluxes from the radiative-convective
model. Figure 1 shows for January and July the differences between the net absorbed
shortwave fluxes at the surface in the ECHAM4 RTM and the parameterized fluxes on
the 2.5◦×2.5◦ ISCCP grid. The figure shows that regionally the errors are quite large
and in several regions even larger than 50 Wm−2. Much smaller errors can be obtained,
however, when the vertical distribution of the clouds and the cloud liquid water path
are explicit parameters in the parameterization. In an alternative parameterization
that distinguishes low, middle and high clouds and that takes for each cloud type the
deviations from the average liquid water path into account, the errors in the shortwave
fluxes at the surface are typically smaller than 5 Wm−2 (see Fig. 1 right panels). There
are a few reasons for not using this alternative parameterization in ECBilt2 so far.
Firstly, ECBilt2 can not provide the vertical distributions and optical thicknesses of
clouds which therefore have to be prescribed anyway. Secondly, it is more expensive1.
And finally, ECBilt2 operates on a much coarser resolution than the resolution of the

1Actually the scheme is almost twice as expensive since instead of two calls (one for the clear sky
and one for the cloudy sky), four calls are needed (one for the clear sky, one for low, one for middle
and one for high clouds).
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(gridded) ISCCP cloud climatology on which the validation is based.

4 Cloud cover parameterization

There are roughly two approaches to predict clouds. The first is a diagnostic approach
in which clouds are predicted empirically from model variables (see e.g. Slingo 1987).
In the second or prognostic approach the cloud water content is an additional prog-
nostic variable. In the prognostic approach the formation and evaporation of cloud
and rain drops is explicitly calculated (Sundqvist, 1978). Both approaches make use
of a similar formalism to allow for sub-grid scale cloud coverage.

Since cloud water is usually not a variable in intermediate complexity models the
cloud scheme introduced here is of the diagnostic type. The cloud formalism allowing
for sub-grid scale cloud formation developed by Sundqvist (1978) is followed. In this
formalism the grid box mean specific humidity qv is written as

qv = cqsat(T, p) + (1 − c)qe, (6)

where c denotes the fractional horizontal area of a grid box covered with clouds. The
fraction 1 − c thus refers to the cloud-free part. qe is the specific humidity in the
cloud-free fraction. It is assumed that the in-cloud specific humidity is equal to the
saturation specific humidity qsat. Equation (6) can be rewritten to give the cloud
fraction

c =
qv − qe

qsat − qe

(7)

where the specific humidity in the cloud-free part qe remains to be determined. In the
original formulation of Sundqvist (1978) qe is simply set equal to a threshold specific
humidity q0. In a later formulation (Sundqvist, 1988) qe is a function of the cloud
fraction

qe = cqsat(T, p) + (1 − c)q0. (8)

A mathematical advantage of Eq. (8) is that the cloud fraction c can be differentiated
in the point qv = q0. The expression for qe given in Eq. (8) is e.g. used in ECHAM4.
Here qe = q0 is used as in the ECHAM3 model. The cloud fraction c can then be
expressed in terms of relative humidity by dividing numerator and denominator of
Eq. (7) by qsat

c =
r − r0

1 − r0

(9)

where r is the relative humidity and r0 is the threshold relative humidity. The thresh-
old r0 is often a function of height and stability. In ECBilt only one layer with
moisture exist and therefore only one cloud layer can be determined with the cloud
scheme described. A tuned value of 0.5 for r0 gave a global annual mean cloud cover
close the observed value. No distinction is made between different stability classes.
Instead an alternative expression for the cloud cover is used that distinguishes upward
and downward vertical motion and that is similar to the expression for stratocumulus
clouds in ECHAM4 (Roeckner et al., 1996)

c =
r/f − r0

1 − r0

. (10)
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For subsiding air (ω650 > 0) the factor f is set to 1.0 and for ascending air f is set
to 0.95 (−0.04 < ω650 < 0) and 0.9 (ω650 < −0.04). To enhance the simulation of
marine stratocumulus clouds associated which a strong subsidence inversion f is set
to 0.7 if ω650 > 0.03 at sea points. The cloud fraction is set to zero when r/f < r0

and to unity when r/f > 1.

4.1 Performance of the cloud parameterization in ECBilt

To investigate the performance of this cloud scheme in ECBilt, ECBilt2 is coupled to
a 80 m slab ocean and integrated for 100 years. The simulated total cloud cover is
compared with ’observed’ ISCCP total cloud cover. First the average cloud cover is
discussed and then the cloud cover variability.

4.1.1 Average cloud cover

Figure 2 presents simulated and observed ISCCP cloud cover for DJF (December–
February) and JJA (June–August). The global mean values for the NH winter are
respectively 0.58 and 0.60. Over land the simulated cloud cover is in general lower
than over the ocean. Compared with the observations this land-sea contrast is too
pronounced. The storm tracks in the northern and southern hemisphere are captured
although cloud coverage is slightly smaller than observed. Local minima such as those
over Greenland, northern Africa, Australia and Antarctica are also simulated. The
observed minimum over south east Asia is shifted to the north in the simulation but the
minima over the (sub)tropical oceans are not well simulated. The simulated minimum
over a large part of the U.S. is much too pronounced compared to the observations.
The differences between simulations and observations for JJA are similar in nature as
for DJF although the differences can be more pronounced locally.

4.1.2 Cloud cover variability

Interannual variability

Simulated and observed inter-monthly standard deviations of cloud cover for DJF
and JJA are presented in Figure 3. Both in the simulations and the observations the
inter-monthly standard deviation of cloud cover is relatively small; roughly between
0.02 and 0.10. The storm tracks are characterized by a small inter-monthly variability
which is also found in the simulated cloud cover. In the simulations the variability
over land is generally larger than over the oceans. Compared with the observations
this land-sea contrast is overestimated. In the observations the interannual variability
is relatively large over the (sub)tropical oceans, in particular during DJF, but the
simulated variability is relatively small in that area.

Daily variability

Figure 4 shows simulated daily standard deviation of cloud cover for DJF and JJA
and observed (ISCCP) daily standard deviation for January and July of the year
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1988. Daily standard deviation is defined here as the variations of the daily values
with respect to the individual monthly means. This standard deviation is sometimes
referred to as within-month standard deviation. The daily standard deviations for
DJF and JJA are obtained by averaging the daily standard deviations over the cal-
endar months of a seasons. Note that the daily standard deviations are on average
about three times as large as the monthly standard deviations. The daily standard
deviations of the simulated and observed cloud cover are similar in magnitude but
their patterns differ considerably. In the simulation the patterns of daily cloud cover
variability have a much larger scale structure than in the observations. Further, the
simulated patterns depend much more on the seasons than the observed ones. For
the observations there will be a relatively large sampling uncertainty due to the short
record length (one year only).

5 The ECBilt2 climatology: dynamical versus cli-

matological clouds

This section is devoted to a comparison of the climatology of the ECBilt2 model
with prescribed cloud cover (referred to as ’climatological cloud simulation’) and the
ECBilt2 model in which the the cloud cover is calculated with the simple cloud scheme
presented in the previous section (referred to as ’dynamical cloud simulation’). In the
climatological cloud simulation the seasonal cycle of the cloud cover is represented by
using a monthly cloud cover climatology. In the dynamical cloud simulation there are,
in contrast to the climatological cloud simulation, daily and interannual variations in
cloud cover which may influence the model mean state and its variability through
induced variations in the radiation balance.

To minimize sampling differences both simulations were performed for a period
of 100 years. As in the previous section ECBilt2 was coupled to a slab ocean. The
impact of dynamical cloud cover on the surface temperature, geopotential height and
diabatic heating is discussed. The changes in mean conditions as well as the changes
in variability are considered.

5.1 Surface temperature

Differences in surface temperature2 between the simulation with dynamical clouds
and the simulation with prescribed climatological clouds for DJF and JJA are given
in Figure 5. The surface temperature is on average lower in the simulation with
dynamical clouds than in the simulation with climatological clouds. Over the oceans
the temperature differences are typically within 1 ◦C. Over land larger differences up to
5 ◦C are found. Temperatures over land in the dynamical cloud simulation are mostly
smaller in DJF while in JJA also a few regions with considerably larger temperatures
are present in this simulation. Almost everywhere over land and sea and for both
presented seasons these differences are statistically significant at the 5%-level (t-test).

2The surface temperature represents the land surface temperature over land and the sea surface
temperature over the oceans.
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Figure 6 presents interannual and daily surface temperature standard deviation
ratios of the simulation with dynamical clouds and the simulation with climatological
clouds for DJF and JJA. The ratios of the interannual standard deviations (top panels)
are mostly larger than 1 in particular over the continents. Large continental areas
experience interannual standard deviations that are 20–50% larger in the simulation
with dynamical clouds than with climatological clouds. Daily standard deviations
(lower panels) are also enhanced by 10 to 20% In JJA over a large parts of Europe,
Asia and Antarctica increases of 20–50% occur. The largest reductions of interannual
and daily standard deviations are found in JJA along the Antarctic sea-ice edge. This
reduction is associated with larger SSTs in this area in the dynamical cloud simulation
which in turn affects sea-ice formation.

5.2 Geopotential height

In this subsection differences in geopotential height are presented to indicate the
differences in the atmospheric circulation between the dynamical cloud simulation and
the simulation with prescribed climatological clouds. Geopotential height differences
at three levels - 200, 500 and 800 hPa - are presented in Figure 7. Two positive
height anomalies centred over Europe and the eastern Pacific at 60◦ N are found at
800 and 500 hPa. At 200 hPa these anomalies are connected and form a long zonal
band. The magnitude of the anomalies increases with height indicating that they
are associated with positive temperature anomalies. As a result a weaker westerly
circulation is expected. A reduced strength of the westerlies also implies a weakening
of the storm activity. A simple measure of the storm activity is the daily standard
deviation of the geopotential height. Weakening of the westerlies should therefore
be visible as a reduction of the geopotential height daily standard deviation. The
variability associated with the storm activity is most pronounced at 200 hPa. The
difference in the daily standard deviation of the 200 hPa geopotential height in DJF
between the two simulations is presented in Figure 8. To give an idea of the location
and strength of the largest storm activity the lower panel of the figure presents the
daily standard deviation of the 200 hPa height in the climatological cloud simulation
in DJF. The figure shows that indeed a considerable reduction in variability is found
along the North Atlantic storm track. As a consequence this storm track extends less
deep into Western Europe.

5.3 Diabatic heating

The geopotential height anomalies that we saw earlier must be related to anomalous
diabatic heating. In ECBilt2 the diabatic heating takes place in two layers. The
first layer between 1000 and 500 hPa and the second layer between 500 and 200 hPa.
Figure 9 presents for the two layers the difference in diabatic heating in DJF between
the simulation with dynamical clouds and the simulation with climatological clouds.
In the lowest layer two positive heating anomalies can be identified in in the northern
extra-tropics which lie slightly upstream of the geopotential height anomalies pre-
sented in Figure 7. These heating anomalies are related to changes in the sensible

14



and latent heat fluxes (not shown). In addition to the Q500−1000 heating anomalies
there is also a positive heating anomaly in Q200−500 over the U.S. Together with the
Q500−1000 anomalies this anomaly gives rise to the anomalous positive temperatures
and geopotential heights (Figure 7). The Q200−500 anomaly over the U.S. appears to
be related to the underestimation of the cloud cover in this region. For low clouds,
which is the major cloud type in this region, the longwave cloud forcing at the surface
is larger than at the top of the atmosphere as a result of the large black body radia-
tion from the low (i.e. warm) cloud base. This means that the radiative cooling of the
atmosphere is larger when clouds are present, so less clouds over the U.S. give rise to
less atmospheric cooling and thus results in an effective warming of the atmosphere
as reflected in Q200−500.

5.4 Summary and discussion of the differences

Changing from a climatological clouds scheme to a dynamical cloud scheme in ECBilt
not only leads to an enhanced variability of the surface temperature but also to
a significant different mean climate. These differences in mean climate are due to
systematic differences between average simulated cloud cover and the observed cloud
cover climatology. The differences in the surface temperature climatology are almost
everywhere statistically significant.

Cloud cover induced heating anomalies lead to a weakening of the westerly circula-
tion in the NH winter with an associated weakening of the storm activity, in particular
in the North Atlantic storm track. The changes in the (modeled) natural variability
are thus not only due to the introduction of cloud cover variability but also to the
changes in the mean cloud cover climatology. In order to distinguish between changes
in variability resulting from changes in the simulated mean cloud climatology and
those resulting from the introduction of cloud cover variability, a second dynamical
cloud simulation was performed. In this so called anomaly cloud simulation daily
cloud cover anomalies with respect to the simulated (dynamical) monthly mean cloud
cover climatology were added to the observed monthly mean cloud cover climatology3.
Such an approach, in which the simulated cloud cover climatology is almost identi-
cal to the observed cloud cover climatology but in which the cloud cover variability
of the dynamical cloud cover scheme is preserved, is typical for flux-corrections. In
the next section the results of the anomaly cloud simulation are compared with the
climatological cloud simulation in a similar way as for the dynamical cloud simulation.

6 The ECBilt2 climatology: anomaly versus cli-

matological clouds

The anomaly cloud simulation is also integrated for a period of 100 years. The differ-
ences in average cloud cover between the two schemes are generally within 0.02 (not

3In addition the cloud cover is bounded between 0 and 1; i.e. if the cloud cover becomes smaller
than zero it is set to zero and if it becomes larger than one it is set to one.

15



shown). Equivalently, the differences in average longwave and shortwave fluxes are
generally within a few Wm−2.

In addition to the differences in surface temperature, geopotential height and di-
abatic heating also the differences in the precipitation climatology are presented.

6.1 Surface temperature

Surface temperature differences both in DJF and JJA are mostly within 0.3 ◦C. Dif-
ferences of up to 1.5 ◦C are found along the Antarctic sea-ice edge in JJA. Although
the temperature differences are about three times as small as in the case of dynamical
versus climatological clouds, there is still quite a large number of sea grid points for
which these differences are statistically significant based on a t-test at the 5% level.
(not shown).

Figure 10 shows the interannual and daily surface temperature standard deviation
ratios of the anomaly cloud simulation and the climatological cloud simulation for DJF
and JJA. In particular in the NH summer large continental areas experience increases
of 20–50% in the interannual standard deviations. In the anomaly cloud simulation
the increases in the interannual standard deviation are on average somewhat smaller
than those in the dynamical cloud simulation (Figure 6, upper panels). In JJA the
global average increases are respectively 11% and 15%, in DJF the increases are about
7% for both simulations.

The changes in the daily standard deviations (lower panels) have similar char-
acteristics as the changes in the interannual standard deviations. On average the
increases in the anomaly cloud simulation are somewhat smaller than the increases in
the dynamical cloud simulation (Figure 6, lower panels). The global average increase
for DJF en JJA are respectively 5% and 7% in the anomaly cloud simulation, while
in the dynamical cloud simulation these increases are 7% and 10%.

Both for the interannual and the daily standard deviations, some of the regional
changes (increases or decreases) are robust while others are not. For a number of
regions there also seems to be a strong correlation between changes in daily and
interannual variability.

6.2 Geopotential height

Figure 11 presents the differences in geopotential height (anomaly minus climatological
clouds) at 200, 500 and 800 hPa for DJF. Comparison with Figure 7 (dynamical minus
climatological clouds) shows that the geopotential height anomalies are now about 3-5
times as small. None of these anomalies is statistically significant (t-test at the 5%
level) apart from a tropical band in the 200 hPa difference in which the t-values are
slightly larger than 2 (not shown).

The difference in daily standard deviation of the geopotential height at 200 hPa
in DJF between both simulations is given in Figure 12. The smaller anomalies in the
geopotential height lead to smaller changes in storm track variability. The changes
between the anomaly and climatological cloud simulations correspond to small shifts
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(displacements) of storm track variability instead of systematic decreases of storm
track variability as in the dynamical cloud simulation.

6.3 Diabatic heating

In the anomaly cloud simulation there are no large diabatic heating anomalies (not
shown). This is not surprising since there are neither large geopotential height anoma-
lies nor large cloud cover anomalies.

In winter (DJF) there are a few (sub)tropical regions for which considerable in-
creases (up to 100%) in daily and interannual standard deviations of Q200−500 are
found. Figure 13 shows that the two most pronounced regions lie east of South-
America and east of South-Africa. For the same regions also increases in daily and
interannual standard deviations of Q500−1000 are found although they are somewhat
less pronounced (not shown). Similar increases are also found when comparing the
dynamical and climatological cloud simulations (not shown). The diabatic heating
involves four terms: absorption of shortwave radiation, longwave radiative cooling,
release of latent heat and a sensible heat flux. The introduction of cloud cover vari-
ability considerably enhances the variability of the individual components, in partic-
ular for the absorption of solar radiation and the longwave cooling. On the diabatic
heating the effects of clouds are however partly compensated by the different terms.
Depending on the type of clouds the longwave and shortwave radiative forcings may
e.g. largely cancel. Also the sensible heat flux tends to damp the effects of clouds in
the diabatic heating. The increase in the variability for the diabatic heating is thus on
average smaller than for the shortwave absorption and the longwave cooling alone. In
the regions where the increase in the diabatic heating variability is most pronounced
the compensation of the different terms is apparently least effective.

6.4 Precipitation

Both for winter (JJA) and summer (DJF) the differences in mean precipitation4

amounts between the anomaly cloud simulation and the climatological cloud simu-
lation are not significant (not shown).

Figure 14 shows the interannual and daily precipitation standard deviation ratios
of the anomaly cloud simulation and the climatological cloud simulation for DJF and
JJA. There are areas with reduced as well as enhanced precipitation variability. Re-
duced variability is mainly found in the tropics while enhanced variability is typically
found in the sub-tropics and mid-latitudes. Increases between 5 and 20% are found
for the monthly precipitation standard deviation around 30◦ N in summer, including
large parts of the North-American and European continents.

6.5 Summary and discussion of the differences

The mean climate of the anomaly cloud simulation is very similar to that of the
climatological cloud simulation compared with the dynamical cloud simulation. Only

4Large scale + convective precipitation
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a few of the analyzed differences are statistically significant. Apart from a similar
mean climate there are systematic increases in the daily and interannual variability
which are related to the incorporation of cloud cover variability. Most pronounced
are the increases in the surface temperature and precipitation variability in summer
over northern hemisphere mid-latitude land areas. In the tropics a few regions with
reduced precipitation variability were found.

By comparing the changes in variability in the anomaly cloud simulation with those
in the dynamical cloud simulation it is possible to distinguish variability changes due
to cloud cover variability from variability changes due to differences in model clima-
tology. The anomaly cloud simulation confirms that e.g. the considerable reduction of
daily geopotential height variability in the North Atlantic storm track in winter and
the enhanced monthly variability of the surface temperature over central North Amer-
ica and central Asia in winter in the dynamical cloud simulation are due to differences
in the mean climate rather than the incorporation of cloud cover variability.

7 Discussion and conclusions

Since systematic errors in the simulated cloud cover in the dynamical cloud simulation
lead to systematic differences in the mean climate and the variability of the model
it is recommended to incorporate cloud cover variability in the same way as in the
anomaly cloud simulation i.e. by using only the simulated cloud cover anomalies (from
the dynamical cloud scheme presented in Section 4) and adding those to the observed
mean cloud cover climatology. In integrations of ECBilt2 coupled to a slab ocean the
incorporation of cloud cover variability gave rise to enhanced daily and interannual
surface temperature and precipitation variability, in particular in summer (JJA). In
this study the effects were only analyzed for a limited number of variables. For a more
complete picture more variables should be analyzed.

The question if enhanced variability on daily to interannual time scales also in-
fluences the decadal variability is not resolved. To answer this question much longer
anomaly cloud simulations with ECBilt2 coupled to a real ocean model have to be
performed. Such coupled versions of ECBilt are already available. The ocean model of
Lenderink and Haarsma (1994) was used in Haarsma et al. (1996; 1997) and Opsteegh
et al. (1998) while Goosse et al. (2001) used the more sophisticated CLIO model which
also has a dynamic instead of a thermodynamic sea-ice model.

Although it is possible to incorporate cloud cover variability in the model without
changing the mean climate of the model too much, and although the simulated cloud
cover variability has on average the right magnitude, one should keep in mind that the
spatial patterns of the daily and interannual cloud cover variability are not perfect
when compared to the observed variability patterns. This will probably affect the
realism of the (enhanced) variability patterns in simulations with dynamical cloud
cover but this does not necessarily mean that such simulations are unrealistic or that
the model is not suitable to study the effects of cloud variability on model variability
in general. Before any conclusions can be drawn the (enhanced) variability patterns
in ECBilt2 first have to be compared with variability patterns from the observations.
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In this study the longwave and shortwave parameterizations based on one cloud
type (i.e. total cloud cover) were used. Alternative parameterizations were developed
based on three cloud types (low, middle and high clouds). Although the parameteriza-
tions based on three cloud types gave much smaller errors in the validation they were
not used for practical reasons. Still, it would be interesting to study how these alter-
native parameterizations would perform in ECBilt2. The simple cloud scheme, which
gives only the total cloud cover, can be combined with the radiation parameterizations
based on three cloud types when the vertical distribution of clouds is prescribed. A
spatially and temporally varying climatology of the distribution between low, middle
and high clouds can be derived from the ISCCP climatology. Although the total cloud
cover variability will not change (much) in such an experiment the radiative effects
can be quite different since the radiative effects depend strongly on the cloud type.

Finally, the new shortwave radiation parameterization is an improvement not only
because of the possibility to include cloud cover variability. In simulations with pre-
scribed cloud cover the radiative effects of clouds are now also meridionally varying.
With the new shortwave radiation parameterization it is further possible to account
for the direct effect of changes in the sulfate aerosol concentrations which makes the
shortwave scheme suitable for anthropogenic climate change simulations.
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Figure 1: Difference between ECHAM4 RTM net absorbed shortwave fluxes at the surface and the parameterized fluxes at the
surface for January and July. Left panels: parameterization with one cloud type; right panels: parameterization with 3 cloud
types and explicit function on cloud liquid water path (lwp). Units are Wm−2.
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Figure 2: Simulated (upper panels) and observed ISCCP total cloud cover for DJF (December–February) and JJA (June–August).
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Figure 3: Simulated (upper panels) and ISCCP inter-monthly standard deviation of cloud cover for DJF and JJA. ISCCP data
are smoothed for presentation
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Figure 4: Simulated daily standard deviation of cloud cover for DJF and JJA (upper panels), and ISCCP daily standard deviations
for January 1988 and July 1988. ISCCP data are obtained from Chen and Roeckner (1997) and smoothed for presentation.
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Figure 5: Difference in surface temperature (◦C) between the simulation with dynamical clouds and the simulation with prescribed
climatological clouds for DJF and JJA. The lower panels give the corresponding t-values of the differences. t-values larger than
2 or smaller than -2 roughly denote statistically significant differences at the 5%-level (t-test).
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Figure 6: Interannual and daily surface temperature standard deviation ratios of the simulation with dynamical clouds and the
simulation with prescribed climatological clouds for DJF (left panels) and JJA (right panels). The results are smoothed using a
9-point filter.
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Figure 7: Geopotential height differences (m) between the simulation with dynamical
clouds and the simulation with climatological clouds at 200, 500 and 800 hPa in DJF.
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Figure 8: Difference in daily standard deviation of 200 hPa geopotential height (m) in
the simulation with dynamical clouds and the simulation with climatological clouds
(upper panel), and daily standard deviation of 200 hPa geopotential height (m) in the
climatological cloud simulation (lower panel).
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Figure 9: Diabatic heat differences (◦C day−1) between the simulation with dynamical
clouds and the simulation with climatological clouds for the layer between 500 and
200 hPa (upper panel) and the layer between 1000 and 500 hPa (lower panel) in DJF.
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Figure 10: Interannual and daily surface temperature standard deviation ratios of the anomaly cloud simulation and the clima-
tological cloud simulation for DJF (left panels) and JJA (right panels). The results are smoothed using a 9-point filter.
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Figure 11: Geopotential height differences (m) between the simulation with anomaly
clouds and the simulation with climatological clouds for 200, 500 and 800 hPa in DJF.
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Figure 12: Difference in daily standard deviation of 200 hPa geopotential height (m)
in the simulation with anomaly clouds and the simulation with climatological clouds
(upper panel) and daily standard deviation of 200 hPa geopotential height (m) in the
anomaly cloud simulation (lower panel).
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Figure 13: Ratios of standard deviations of diabatic heat in the simulation with
anomaly clouds and the simulation with climatological clouds for the layer between
500 and 200 hPa in DJF. Upper panel: interannual standard deviations; bottom panel:
daily standard deviations. The results are filtered using a 9-point smoother.
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Figure 14: Interannual and daily precipitation standard deviation ratios of the anomaly cloud simulation and the climatolog-
ical cloud simulation for DJF (left panels) and JJA (right panels). Precipitation consists of both large scale and convective
precipitation. The results are smoothed using a 9-point filter.
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