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Changing Waves and Storms in the
Northeast Atlantic?

The WASA Group*

ABSTRACT

The European project WASA (Waves and Storms in the North Atlantic) has been set up to verify or disprove hy-
potheses of a worsening storm and wave climate in the northeast Atlantic and its adjacent seas in the present century.
Its main conclusion is that the storm and wave climate in most of the northeast Atlantic and in the North Sea has un-
dergone significant variations on timescales of decades; it has indeed roughened in recent decades, but the present
intensity of the storm and wave climate seems to be comparable with that at the beginning of this century. Part of this
variability is found to be related to the North Atlantic oscillation.

An analysis of a high-resolution climate change experiment, mimicking global warming due to increased green-
house gas concentrations, results in a weak increase of storm activity and (extreme) wave heights in the Bay of Biscay
and in the North Sea, while storm action and waves slightly decrease along the Norwegian coast and in most of the
remaining North Atlantic area. A weak increase in storm surges in the southern and eastern part of the North Sea is
expected. These projected anthropogenic changes at the time of CO

2
 doubling fall well within the limits of variability

observed in the past.
A major methodical obstacle for the assessment of changes in the intensity of storm and wave events are inhomo-

geneities in the observational record, both in terms of local observations and of analyzed products (such as weather
maps), which usually produce an artificial increase of extreme winds. This occurs because older analyses were based
on fewer observations and with more limited conceptual and numerical models of the dynamical processes than more
recent analyses. Therefore the assessment of changes in storminess is based on local observations of air pressure and
high-frequency variance at tide gauges. Data of this sort is available for 100 yr and sometimes more. The assessment
of changes in the wave climate is achieved using a two-step procedure; first a state-of-the-art wave model is inte-
grated with 40 yr of wind analysis; the results are assumed to be reasonably homogeneous in the area south of 70°N
and east of 20°W; then a regression is built that relates monthly mean air pressure distributions to intramonthly per-
centiles of wave heights at selected locations with the help of the 40-yr simulated data; finally, observed monthly
mean air pressure fields from the beginning of this century are fed into the regression model to derive best guesses of
wave statistics throughout the century.
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1. Background

In the public debate concerning climate change due
to increasing concentrations of radiatively active gases
into the atmosphere, many people are concerned about
the possibility of an intensification of extratropical
storms. Even though the Intergovernmental Panel on
Climate Change (IPCC) took a cautious stand in this
matter because of lack of evidence (Houghton et al.
1990; Houghton et al. 1992; Houghton et al. 1996),
a mixture of indirect evidence (van Hooff 1993;
Hogben 1994) and misleading scientific statements
(Schinke 1992) created a substantial uneasiness in
the public (Berz 1992; Berz and Conrad 1994;
Greenpeace 1994). The offshore oil industry in the
North Sea was confronted with reports of extreme
waves higher than had ever been observed. The insur-
ance industry organized meetings with scientists
because of greatly increased storm-related damages.
Newspapers in northern Europe were full of specula-
tions about the enhanced threat of extratropical storms
in early 1993.

In this atmosphere the Norwegian Meteorological
Institute organized two workshops, “Climate Trends
and Future Offshore Design and Operation Criteria,”
in Reykjavik and Bergen, bringing together people
from the oil industry, certification agencies, and sci-
entists to discuss the reality of a worsening of the wave
and storm climate. The workshops did not issue defi-
nite statements, but the general impression was that
hard evidence for a worsening of the storm and wave
climate was not available (for a summary see von
Storch et al. 1994). A group of workshop participants
then established the Waves and Storms in the North
Atlantic (WASA) project.

In the present paper the results obtained in WASA
are summarized and the main conclusions are drawn.
The results are documented in detail in a series of
papers (Alexandersson et al. 1998; Bauer et al. 1996;
Beersma et al. 1997; Bijl 1997; Kaas et al. 1996; Rider
et al. 1996; Schmith 1995; Schmith et al. 1997;
Schmith et al. 1998; Günther et al. 1998; Schmidt and
von Storch 1993; von Storch and Reichardt 1997;
Bouws et al. 1996). Preliminary assessments were
published by von Storch et al. (1994) and WASA
(1994, 1995). Part of the work reported here also origi-
nates from studies outside of WASA.

The present paper is organized as follows. In sec-
tion 2 the fundamental methodological problem of
WASA is addressed, namely, the presence of creep-
ing inhomogeneities. These inhomogeneities render

the seemingly most suitable collections of weather
maps useless for the description of trends and inter-
decadal variability in storm and storm-related statis-
tics. Instead local data, unaffected by improving
analysis procedures, are studied. Two variables seem
to be little affected by instrumental and environmen-
tal changes, namely, air pressure and sea level varia-
tions around a multiyear mean. We present time series
of intrayearly statistics of geostrophic winds, air pres-
sure tendencies, and variances of storm-related water
level variations in section 3.

In the case of the wave climate, analyses, such as
ship routing maps derived manually from wind analy-
ses, suffer to an unknown degree from inhomogene-
ities. Local observations are sparse and have achieved
a high level of high and uniform accuracy only in the
past 10 years or so. Prior to, say, 1980, the observa-
tional techniques have changed from visual assess-
ment to shipborn instruments, which in their early days
covered only part of the energy spectrum (and thus un-
derestimated the significant wave height, which is pro-
portional to the integral over the energy spectrum).
Thus, in the WASA project a strategy suggested by
Kushnir et al. (1995) and Kushnir et al. (1997) was
adopted, namely, of first generating a consistent
dataset describing the variations of the wave field for
40 yr with a state-of-the-art wave model and multiyear
wind analyses. The simulated wave data in areas where
the wind forcing is thought to be sufficiently homo-
geneous is considered as “substitute reality.” In sec-
tion 4 the model simulation and the results obtained
within the 40 yr of simulation in the “homogeneity”
area (around the British Isles, the Bay of Biscay, and
the North Sea) are presented. In section 5 the substi-
tute reality wave statistics are linked to monthly mean
air pressure analyses, which have been collected since
1899 and are thought to be sufficiently homogeneous
(Trenberth and Paolino 1980). This is done for two
locations in the northern and central North Sea (oil
fields Ekofisk and Brent). With the help of this regres-
sion model and the observed monthly mean air pres-
sure fields, a best guess of wave statistics earlier in this
century is derived.

In section 6 possible implications of an increased
CO

2
 concentrations in the atmosphere on storminess,

wave, and storm surge statistics are examined.
Specifically, a high-resolution (T106) paired atmo-
spheric GCM time-slice experiment on the impact of
doubled CO

2
 concentrations in the atmosphere is stud-

ied. The simulated change in storminess is discussed,
and the impact of this (moderate) change in stormi-
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ness on waves and storm surge statistics, as estimated
through dynamical wave and storm surge models as
well as through the regression model derived in sec-
tion 5, are presented.

In the concluding section, the main results are sum-
marized and the major caveats of the analysis are listed
and discussed.

2. The problem of homogeneity

a. General
The methodological challenge with the analysis of

historical datasets is the discrimination between sig-
nals, reflecting real changes as opposed to changes due
to changing instrumental accuracies, environmental
conditions, observational practices, and analysis rou-
tines. We call a dataset homogeneous if it is free of
such artificial contaminations. Inhomogeneities, that
is, changing nonphysical factors influencing the
weather analyses, can be characterized as being either
creeping or sudden (Karl et al. 1993; Jones 1995).

Creeping inhomogeneities are present in opera-
tional analyses, which are prepared with operational
weather forecast schemes subject to ongoing improve-
ments of the numerical weather prediction model.
Another source of creeping inhomogeneities consists
of ongoing modifications in the observational net-
work, be they changes in the density of stations or the
replacement of instruments. For instance, the avail-
ability of satellite imagery and reports from intercon-
tinental flights in the 1960s may have persuaded
human weather analysts and forecasters to describe a
low pressure system over the Atlantic as being more
intense than when they had only ship observations as
was the case in the 1950s. The number of forecasters
that wholeheartedly accepted this additional informa-
tion may have gradually increased as more conserva-
tive forecasters retired and were replaced by younger
colleagues. In marine weather statistics, based on re-
ports from voluntary observing ships, creeping inho-
mogeneities are brought into the analysis procedure
by gradually changing ship routing routines and by in-
creasing ship speeds and heights and other aspects.
The standard technique for identifying such creeping
inhomogeneities is to compare the suspected time se-
ries with data from neighboring stations known not
to be affected by the inhomogeneity (Alexandersson
1986; Alexandersson and Moberg 1997). However,
such neighboring stations are not always available,
particularly in marine weather data.

Sudden inhomogeneities are introduced by abrupt,
often documented, changes in the analysis scheme.
Such changes may include the change from manual to
automatic analysis techniques, the rectification of out-
right errors in the analysis procedure, or the creation
or the withdrawal of an observational platform in a
data-sparse area (such as ocean weather stations). If
sudden changes are not already known from the docu-
mentation, they may often be identified by screening
the time series for jumps in the moments of the time
series calculated for moving windows.

b. Storm climate
When assessing the temporal evolution of the

storm climate, principly two different types of data
may be considered. One source of information is the
archive of weather maps, which covers about 100
years. Indeed, several attempts have been made to
count the number of storms, stratified after the mini-
mum core pressure, in the course of time (Schinke
1992; Stein and Hense 1994). These studies are use-
ful in describing the year-to-year fluctuations for a
period of, say, 10 years. However, for a longer perspec-
tive this approach is rendered inconclusive simply
because the quality of weather maps has steadily im-
proved. Thus any steady worsening of the storm cli-
mate apparent in the weather maps (as reported by
Schinke 1992) might reflect a real signal or might re-
sult from the ever-increasing quality of the operational
analyses due to more and better observations, more
powerful diagnostic tools, and other improvements in
the monitoring of the state of the troposphere. A more
detailed mapping of the pressure distribution, how-
ever, automatically yields deeper lows. This problem
is severe for weather maps; when dealing with monthly
mean maps, the inhomogeneity becomes less signifi-
cant because of the greater smoothness of monthly
mean fields.

The inhomogeneity problem is illustrated by Fig. 1,
in which the ratio of high-pass filtered standard devia-
tions of air pressure variations in winter in the decade
1984–93 and in the 9-yr interval 1955–63, as derived
from the Norwegian Meteorological Institute (DNMI)
analyses (see section 5), is plotted. Variability obvi-
ously increased since the 1950s in areas where few or
no in situ observations are routinely available; this
increase is likely to be spurious. Note the local maxi-
mum of enhanced variability, with a ratio > 1.1, in the
data-sparse area between Svalbard and Greenland and
over Greenland. Of course, this increase may be real,
but it is suspicious that it takes place in areas of little
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high quality observational data. Note that the compari-
son with observed records is often inconclusive as
these data have entered the analysis, so that they do
not offer independent information about the success
of the analysis for providing useful information in
data-void areas and time intervals. Furthermore, the
local “observations,” which are sometimes not instru-
mental observations but reports based on subjective
assessments (wind force estimated from wave
heights), may already suffer from the creeping inho-
mogeneities (cf. Peterson and Hasse 1987), which are
then inherited by the 2D mapped analysis.

Any analysis of changes of the storm climate
should be supported by an analysis of local obser-
vations that are unaffected by improvements in the
process of mapping the weather. A good parameter
would be wind speed, since it relates directly to dam-
ages and impact of waves and surges. However, wind

observations—either determined instrumentally or
estimated—are usually of limited value due to inho-
mogeneities such as the change of scale, change of ob-
server, change of surroundings, etc. (cf. Peterson and
Hasse 1987).

Therefore one must look for other and more homo-
geneous proxies for storminess. An obvious choice is
to base these on station air pressure, the time series of
which are considered to be rather homogeneous be-
cause more or less the same instrument (mercury ba-
rometer) and procedures have been used throughout
the entire observation period.

From air pressure several proxies for storminess
may be formed, namely, the annual (seasonal,
monthly) distribution of the geostrophic wind speed
derived from three stations in a triangle (Schmidt and
von Storch 1993; see section 3a) or the annual (sea-
sonal, monthly) distribution of the pressure minima or
tendencies, possibly after suppressing the nonsynoptic
variations by means of a digital filter (Schmith 1995;
Kaas et al. 1996) (see section 3b). Also the frequen-
cies of “pressure events,” such as pressure readings
below a threshold, geostrophic winds, or pressure
changes larger than a threshold, may serve as a mea-
sure of storminess.

Alexandersson et al. (1998) compared the differ-
ent measures for the geostrophic wind triangle
“Bergen–Stockholm–Nordby” (for the locations, see
Fig. 2) and for the station Oksøy in the middle of the
triangle. Using data from 1881 to 1995, Alexandersson
et al. (1998) calculated correlations between annual
99% and 95% percentiles of geostrophic winds (la-
beled p% in the following table), the frequency of geo-
strophic winds above 25 m s−1 (F

25
) and of the

frequency of 24-h pressure tendencies (|∆
p
| > 16 hPa)

and of deep pressure readings (p < 980) at Oksøy.

95% F
25

|∆
p
| p < 980

99% 0.75 0.90 0.38 0.08

95% 0.64 0.44 0.15

F
25

0.34 0.07

|∆
p
| 0.35

The indices related to pressure gradients (99%,
95%, and F

25
) are well correlated, whereas the fre-

quency of deep pressure readings (p < 980) is only
loosely linked, which may in part be due to the fact

FIG. 1. Ratio of synoptic-scale standard deviation of air pres-
sure variations in winter (DJF) as derived from DNMI analyses
in the decade 1984–93 and in the decade 1955–63. The analyses
in the marked area south of 70°N and east of 20°W seem to be
relatively homogeneous.
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that the large-scale low-frequency
variability of air pressure shifts local
pressure distributions to smaller or
larger values without necessarily af-
fecting the storm regime. This finding
casts additional doubts on the ap-
proach of counting “deep cyclones,”
as a deep core pressure is not neces-
sarily connected with a strong spatial
or temporal gradient.

Another homogeneous proxy data
time series is provided by high-
frequency sea level variations at a tide
gauge. The variance of such variations
is controlled by the variance of the
synoptic atmospheric disturbances
(see section 3c).

The proxy data geostrophic wind,
high-frequency pressure tendency,
and sea level variations cannot be
used to reliably estimate actual wind
speeds; however, changes in the an-
nual (monthly) distributions of the
wind speed are well reflected with simi-
lar changes in the distributions of
geostrophic wind speed. This is dem-
onstrated in Fig. 3 by a percentile–per-
centile plot of 5 yr of daily wind speeds (observed at
a station) and daily geostrophic wind speeds (derived
with the triangle method using three surrounding pres-
sure readings). Thus changes of statistical moments
and percentiles of the wind speed distribution may be
deduced from changes of the same statistical moments
of the geostrophic wind speed distribution.

c. Wave climate
Data about wave height are available from reports

of visual assessments from ships of opportunity and
lighthouses, from wave rider buoys and shipborne
wave recorders at ocean weather stations; also wave
height maps have been constructed for the purpose of
ship routing from wind analyses. These data are sparse
and suffer from inhomogeneities of various kinds (cf.
WASA 1994). Analyses of these data have revealed a
substantial worsening of the wave climate in the North
Atlantic (Neu 1984; Carter and Draper 1988; Bacon
and Carter 1991; Hogben 1994; Bouws et al. 1996).

A recent estimate is offered by Bouws et al. (1996),
who studied operational analysis of wave analysis pre-
pared by the Koninklijk Nederlands Meteorologisch
Instituut (KNMI) Ship Routing Office from 1961 to

1987. The procedure for preparing the analyses did not
change in the course of time, but the data used as base
material for the analyses did change. Thus, the KNMI
wave charts suffer from similar hidden inhomogeneities
as the DNMI pressure analyses. Thus, any trend de-
rived from the KNMI wave charts should be considered
as an upper bound and not as an unbiased best guess.

For a box west off Ireland, in 50°–55°N, 20°–
10°W, maximum wave heights were read from the
wave charts (1961–87) and annual percentiles (labeled
99% and 90% in the following table) as well as the
annual maximum (max) were determined. From these
annual time series, the mean heights and mean annual
changes were calculated.

Max 99% 90%

Time mean (m) 11.1 8.7 5.8

Change 1961–87

cm yr−1 3.8 2.7 3.8

% yr−1 0.3 0.3 0.7

FIG. 2. Location of in situ data used in the WASA studies. Locations explicitly
used in the present paper are marked by their names. Dots represent pressure gauges
used for geostrophic wind calculations by Alexandersson et al. (1998). Triangles:
Tide gauges for which high water level percentiles were calculated, and offshore
stations and ocean weather stations. Geostrophic triangles used in the present ar-
ticle are marked by dotted lines; the wave chart area west of Ireland is marked by
hatching.
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These numbers show changes considerably smaller
than those given by others, such as Neu (1984), Bacon
and Carter (1991), who report increases of the order
of more than 1% yr−1. We will later see in section 4b
that the WASA reconstructions return even smaller
trends in that area.

Using a downscaling approach, Kushnir et al.
(1995) and Kushnir et al. (1997) built an empirical
model relating wave hindcast data, generated with
10 yr of European Centre for Medium-Range Weather
Forecasts (ECMWF) analyses of surface winds, with
the mean air pressure field. This statistical model was
then used to estimate the mean wave field from the air
pressure field from 1962 onward. This procedure con-
firmed the presence of an increase in wave heights
during the past few decades as inferred from the ob-
servational data. In the present paper a similar ap-
proach is pursued.

3. Analysis of the historical storm
climate

In the next sections we deal in some detail with
time series of intraannual percentiles and pressure ten-
dencies. In the last subsection, we discuss two time se-
ries derived from tide gauges at the southern and
eastern North Sea coast.

a. Geostrophic wind analyses
For 20 stations (see dots in

Fig. 2) situated in northwestern
Europe and the northeast Atlan-
tic, the WASA project identified
an uninterrupted pressure record
of three or four daily observa-
tions for about the last 100 yr that
could be homogenized. (The in-
fluence of changing instruments
and gradually changing environ-
ments are less severe in case of
air pressure measurements, but
there are several other sources of
potential inhomogeneities, such
as relocations with a vertical dis-
placement of the instrument or
changing observational times.)

For these stations, triangles
were set up and daily geo-
strophic winds were derived.
Time series of annual 95% and
99% quantiles for various tri-

angles are presented by Alexandersson et al. (1998)
and for a triangle in the German Bight by Schmidt and
von Storch (1993). They all exhibit marked interdec-
adal variability, with an intensification in the past de-
cades. The findings are summarized by Figs. 4 and 5,
which show standardized annual quantiles time series
for triangles in the Scandinavian–Finland Baltic Sea
region (Fig. 4) and in the British Isles–North Sea–
Norwegian Sea region (Fig. 5). The quantiles are stan-
dardized; that is, for each triangle and each percentile,
first the long-term mean and the standard deviation are
determined, then the mean is subtracted and the time
series is divided by the standard deviation.

There has indeed been an increase in the strong
geostrophic wind speeds in the past decades, but this
increase does not appear to be alarming when com-
pared with conditions earlier in this century and at the
end of the last century. There is a considerable amount
of interdecadal variability, and an assessment using
only data from 1960 onward leads to misleading re-
sult of dramatic increases.

Note that the interdecadal variability in the two
considered quantiles are very similar, indicating that
the annual geostrophic wind speed distribution is not
becoming broader or narrower but is shifting as a
whole to smaller or larger values.

Mietus (1995) examined annual mean geostrophic
wind speeds derived from the triangle “Jan Mayen–

FIG. 3. Percentile–percentile plot of station wind speed and geostrophic wind speed for a
Danish station, derived from 5 yr of daily data.
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Svalbard–Bjørnøya” in the northernmost
North Atlantic and likewise found an
upward trend from 1960 onward, with a
magnitude of 2 (cm s−1) yr.

An important factor characteristic for
the large-scale state of the atmospheric
circulation in the North Atlantic area is
the North Atlantic oscillation (NAO)
(van Loon and Rogers 1978; Hurrell
1995), so that it appears plausible that the
identified variations in storm frequency
may be related to variations in the NAO.
This is really the case, but the correla-
tions are not large although statistically
significant: For the 95 and 99 percentiles
in Fig. 4 the correlations are only 0.49
and 0.37 only and, similarly, for Fig. 5,
only 0.56 and 0.38.

b. Pressure tendency analysis
Kaas et al. (1996) calculated 12-h

absolute pressure tendencies for eight
North Atlantic–Scandinavian stations for
the period 1961–87. By means of a
downscaling technique utilizing canoni-
cal correlation, the monthly mean (win-
ter months only) of these absolute
pressure tendencies for each station were
related to North Atlantic monthly mean.
The relations found were used to hindcast
the time series of monthly means of ab-
solute pressure tendency for the period
1903–87. For two of the stations the pres-
sure tendencies could be calculated di-
rectly from observations so a direct
comparison between observed/hind-
casted values was possible. The result of
this exercise is shown in Fig. 6 with a
low-frequency appearance similar to that
found for the geostrophic wind speed
curves in Fig. 5.

The method was developed further in
Schmith et al. (1998). However, the scope was some-
what different: namely, to investigate in detail the
hypothesis that high-frequency variability and low-
frequency variability of the mean sea level pressure
are closely interlinked.

For eight stations in the North Atlantic (Schmith
et al. 1997) 24-h tendencies were calculated, and for
each winter during the period 1875–1995 50%, 10%, and
1% exceedance levels were calculated. The time se-

FIG. 5. Standardized annual 95% (diamonds and full line) and 99% (crosses
and dotted line) quantile time series from pressure triangles in the British Isle, North
Sea, and Norwegian Sea regions. The lines are obtained from the yearly data by
applying a Gaussian filter with standard deviation of 3 yr. Dimensionless units.
(From Alexandersson et al. 1998.)

FIG. 4. Standardized annual 95% (diamonds and full line) and 99% (crosses
and dotted line) quantile time series from pressure triangles in the Scandinavian,
Finnish, and Baltic Sea regions. The lines are obtained from the yearly data by
applying a Gaussian filter with standard deviation of 3 yr. Dimensionless units.
(From Alexandersson et al. 1998.)

ries of these levels showed no dramatic behavior at any
of the stations, although there was some increase dur-
ing the past two decades. A similar downscaling to that
in Kaas et al. (1996) was carried out but for the period
1900–95 and with canonical correlation analysis re-
placed by multilinear regression analysis. It was found
that the exceedance levels were linked to the winter mean
sea level pressure, with highest correlation coefficients
for stations close to the North Atlantic storm track.
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The residual, that is, the signal not explained by the
model, was also investigated. If the residual time se-
ries has a systematic trend, it would be a sign of chang-
ing physics not incorporated into the model, for
instance systematic change in sea surface temperatures
leading to decreased stability of the atmosphere and
therefore increased baroclinic activity. The residual
time series was found to be without any trend, indi-
cating that no factors are missing in the model.

c. Storm-related sea level variations
The idea of using high-frequency variations of sea

level as a proxy for storm activity was suggested by
de Ronde (cf. von Storch et al. 1994). To do this, the
annual mean water level is subtracted from the data,
because changes in the mean water level are thought
to reflect processes unrelated to the storm activity,
such as local anthropogenic activity (e.g., harbor
dredging), mean sea level rise, or land sinking. After
subtraction of the annual mean, intraannual distribu-
tions of the water level variations are formed, as in the
case of geostrophic winds discussed above, and
intraannual quantiles are determined.

By now, the observational record at a series of tide
gauges around the North Sea coast has been examined
(Langenberg et al. 1997). At Cuxhaven (von Storch
and Reichardt 1997), as well as at other locations, in-
creases of the storm-related intraannual quantiles in the
past decades were found, but the water levels vary still
in a range comparable to historical levels. As ex-
amples, we present the time series for Den Helder (the
Netherlands) and Esbjerg (Denmark) in Fig. 7. The
Den Helder record is inhomogeneous because of the
building of the the Ijsselmeer dam in the 1930s in the

vicinity of the tide gauge (a rough correction was ap-
plied to the data).

4. Generating a “substitute reality” for
wave statistics

As discussed above, an analysis of reported wave
observations is of limited value because of the inho-
mogeneities hidden in such datasets. Therefore, an
attempt was made to reconstruct the time–space sta-
tistics of the wave field with the help of a wave model
integrated over 40 yr using a sequence of 6-h wind
analysis. A detailed account of this simulation is of-
fered by Günther et al. (1998).

With a homogeneous, realistic wind dataset we can
expect, within the bounds of the skill of the wave
model, to receive a detailed space–time evolution of
wave parameters, such as significant wave height,
which may be considered a substitute reality (see, for
instance, Bauer et al. 1996). Even if the hindcasted
substitute reality does not capture all details of the past
wave history, we can expect that low-frequency varia-
tions in the wave statistics, including the interdecadal
variability and trends, are reliably reproduced. Indeed,
this assumption is found to be valid in the present
analysis, when extended time series of in situ observed
significant wave height statistics are compared with
hindcasted wave heights in areas and time intervals
with approximately homogeneous wind field analyses
(Günther et al. 1998).

a. Wave model and forcing data
In the following we describe some technical details

of the wave hindcast 1955–94. For details refer to
Günther et al. (1998).

In the hindcast the fourth-generation wave model
WAM (Komen et al. 1994) was used. It was run twice
for the whole simulation interval 1955–94. First a
“coarse-resolution” northern North Atlantic version
(1.5° lat × long resolution, 9.5°–80°N, 78°W–48°E)
was integrated using the operational wind analysis by
the Fleet Numerical Operational Center (FNOC). The
purpose of this simulation is to generate adequate
time-dependent lateral boundary conditions for the
“fine-resolution wind” run. (The results of the coarse
simulation are of only limited use for the assessments
of changes of the tall wave statistics in European
coastal waters. The wind analyses exhibit some inho-
mogeneities, in particular in 1972 when the operation
system was changed from manual analysis to numeri-

FIG. 6. Monthly mean of absolute values of pressure tenden-
cies for Bergen and Thorshavn (see Fig. 2). Means derived from
in situ data are given as a continuous line, and means derived in-
directly via downscaling by the dashed lines. (From Kaas et al.
1996.)
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cal analysis. Also, the spatial resolution
in the near-coastal areas of northern
Europe is insufficient. Therefore, the re-
sults of this coarse run are not further
considered.)

The hindcast itself is done on a “high-
resolution” grid, covering the northeast
Atlantic (0.5° lat × 0.75° long, 38°–77°N,
30°W–45°E) for 1955–94, using the op-
erational air pressure analysis of the
DNMI. From the air pressure field, sur-
face winds were derived and used as forc-
ing in the wave hindcast.

The DNMI analyses were prepared
four times a day from 1955 until present.
The pressure fields for the years 1955–
81 were obtained by a numerical reanaly-
sis on a 75-km grid using available
pressure observations from ships and
land stations. For the years 1955–79 the
first-guess fields in the analysis were
pressure fields digitized from manually
analyzed weather maps on a 150-km
grid, and for 1980–81 the first-guess
fields came from operational analyses in
a numerical weather prediction model
system. From 1982 the pressure data
were taken from operational analyses
without any reanalysis. From January
1982 to May 1987 the pressure data were
obtained from the global model at
ECMWF, and those for June 1987–1995
from DNMI’s regional weather predic-
tion model.

The degree of contamination of the
DNMI analyses by creeping inhomoge-
neities is examined with the help of maps
of the ratio of storm-related standard de-
viations of air pressure calculated for
consecutive 10-yr intervals. It is found
that this standard deviation has under-
gone a steady increase in data-sparse areas far off the
coasts, while remaining almost constant in an area
surrounding the British Isles and covering the Norwe-
gian Sea, the North Sea, and the Bay of Biscay (cf. Fig.
1). Based on this observation, we conclude that the
DNMI analyses suffer from an artificial worsening of
the storm climate in data-sparse areas.

In the area marked in Fig. 1, between 70° and 50°N
and east of 20°W, the bias seems to be less severe. For
this area slightly more storms were found in the decade

1984–93 than in the previous decades (348 as opposed
to 339, 336, and 330). We do not know to what extent
changes in the analysis scheme are responsible for the
changing storm numbers in that area; therefore the re-
sult of this storm count should be taken as an upper
bound of an increase of storm frequency and intensity.

To further examine the degree of inhomogeneities,
we calculated time series of annual percentiles of geo-
strophic wind speeds derived from triangles, formed
by in situ pressure gauges, and in the DNMI analy-

FIG. 7. Time series of the intraannual quantiles of storm-related water level
variations (defined as deviation from the annual mean) at the gauges in Den Helder
and Esbjerg (see triangles in Fig. 2). Units: cm.
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ses. Figure 8 displays the result for the 90% quantiles
for neighboring triangles. In case of the triangle
“Thorshavn–OWS M–Bergen,” no systematic differ-
ences between the two time series emerge, but in the
case of the southern triangle “Bergen–Thorshavn–
Aberdeen,” the analysis exhibits a trend toward stron-
ger winds that is absent in the in situ data. (The
intercomparison between geostrophic winds derived
from in situ observations with those calculated from
the DNMI winds has only limited power in detecting
inhomogeneities, as most of the surface pressure data
available for geostrophic triangle wind calculations
have entered the DNMI pressure analysis. In the
present case, it may be that Aberdeen was not used
for the DNMI analyses, while the other sites,
Thorshavn, Bergen, and Ocean Weather Station M,
were used.) Note that the trend in both triangles

amount for about (2.5 m s−1) (38 yr−1), that is,
≈ 0.06 m s−1 yr−1.

We conclude that the DNMI data to some extent
describe an artificial worsening of the storm climate,
not only in data-sparse areas but also over the North
Sea; in particular, the analyses changed in 1982 and
this seems to have introduced an inhomogeneity. This
artificial worsening of the wind climate will, of course,
be immediately transferred to the wave hindcast, so
that all trends toward taller waves in the hindcast
should be considered as upper bounds of any real up-
ward trends.

b. Analysis of wave hindcast 1955–95: Selected
locations
In Figs. 9 and 10 time series of annual maxima,

means, and 99% and 90% December–January–
February (DJF) quantities of local wind speeds and sig-
nificant wave heights are shown for three selected
locations: between Scotland and Norway (oil field
Brent; 61°N, 1°E; for the locations, see Fig. 2), in the
central North Sea (oil field Ekofisk; 56°N, 3°E, and
in the Norwegian Sea (Ocean Weather Station M). In
all three locations, there are upward (December–
February, DJF) trends in the local winds and in the sig-
nificant wave heights (in centimeters per second per
year and centimeters per year).

Statistic OWS M Brent Ekofisk

WIND SPEED

Maximum 2.8 3.7 2.5

99% 5.3 3.4 4.6

90% 2.4 3.0 4.0

Mean 0.8 3.1 2.9

WAVE HEIGHT

Maximum 7.7 4.3 1.9

99% 4.3 2.9 1.9

90% 0.9 0.6 1.1

Mean 1.1 1.0 0.6

A characteristic of these numbers is that the dis-
tributions have become wider in the past four decades.

FIG. 8. Time series of annual 90% percentiles of geostrophic
wind speeds derived from in situ data (top: Thorshavn–Ocean
Weather Station M–Bergen; bottom: Thorshavn–Aberdeen–
Bergen) and from the operational DNMI analyses. In the lower
panels, the difference between the two curves in the upper panels
in given. Units: m s−1.
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The general increase in strong wind speeds is
consistent with the increase in wind speed found for
the triangles Thorshavn–Bergen–OWS M and
Thorshavn–Bergen–Aberdeen (see Fig. 8), but the in-
crease in geostrophic wind speed percentiles is much
larger. This is due to the difference between wind
speed and geostrophic wind speed.

The largest increases are found for the maxima of
both the wind speeds and the wave heights. At Ocean
Weather Station M the changes, derived from the on-
going in situ wind–wave observations, the hindcast
compares well (Günther et al. 1998). For the mean
wave height increases are 0.1–0.2 m during the 40 yr
of hindcast, relative to mean heights on the order of
2–3 m; the signal is stronger for the maxima, for which
accumulated increases of 1.30–3.30 m are simulated
(on the background of 10–14-m averages).

Also, the temporal evolution of wave
heights in the area west off Ireland con-
sidered by Bouws et al. (1996) was ana-
lyzed. The simulated increases, if any,
are much smaller than those derived from
the ship routing wave charts.

The trends are very sensitive to the
time interval considered. The following
table lists trends for the time interval
1961–87 (on the same time interval the
ship routing map analysis discussed in
section 2c was done) and for the full
hindcast time interval 1955–94.

Max 99% 90%

1961–87

Time mean (m) 17.4 13.0 8.4

Change (cm yr−1) 5.5 1.0 0.5

(% yr−1) 0.3 0.1 0.1

1955–94

Time mean (m) 17.3 12.9 8.3

Change (cm yr−1) 2.2 −1.5 −0.4

(% yr−1) 0.1 −0.1 0.0

The difference between the changes
of the annual maxima (max) and of the
annual percentiles (99% and 90%) be-

FIG. 9. Annual maxima, means, and 99% and 90% percentiles of wind speed
percentiles (for OWS Mike, Brent, and Ekofisk, see Fig. 2) as derived from DNMI
analyses. Trends are given as dashed lines. Units: m s−1.

tween the wave charts (section 2c) and the WAM re-
construction is remarkable. The wave charts indicate
an annual increase of 2.7 cm yr−1 for the 99% percen-
tiles, whereas the hindcast simulates for the same time
interval an increase of only 1 cm yr−1, which becomes
a decrease if the trend is calculated over the full 40 yr.
These peculiar observations point to creeping inhomo-
geneities in the ship routing maps and in the frequency
of extreme wind situations in the wind analyses used in
the wave hindcast. Only the trend in the maximum is not
changing its sign when extending the 1961–87 time
series by about 10 yr to the 1955–94 time series.

At the present time, we cannot determine to what
extent the increases in wave height are due to improved
air pressure analysis techniques and how much is due to
a real worsening of the wave climate. However, the
lesson to be learned from Fig. 8 is that there is indeed
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an upward trend in the past 40 yr at the locations of
OWS M, Brent, and Ekofisk. Another characteristic of
the time series is the presence of irregular temporal varia-
tions on all timescales, from year to year to interdecadal.

c. Analysis of wave hindcast 1955–94: Overall
statistics
A convenient summary of systematic changes in

the frequency of tall waves is a map of the trend in
the 90% quantiles, as shown in Fig. 11. In both the
North Sea and the Norwegian Sea, the trend
is upward with an increase of about 1 cm yr−1 (or,
equivalently, 40 cm over the considered time interval
1955–94). A local maximum of the trend is obtained
northwest off Scotland, with mean annual increases
of about 2 cm yr−1. Otherwise, the trend is mostly nega-
tive, with decreases of about 1 cm yr−1 in the area west
of Ireland, in the open Atlantic Ocean,
and, with somewhat slower decreases, in
the Bay of Biscay. On the boundary of
the considered area, in particular on the
southern and northern boundaries, larger
trends appear, which may partly reflect
boundary effects or inhomogeneity prob-
lems with the wind fields in these data-
sparse areas.

5. Reconstruction of past
wave statistics at selected
locations

Von Storch and Reichardt (1997) de-
veloped a statistical technique that al-
lows the backward reconstruction of
intramonthly percentile time series of
some local variable and the construction
of scenarios for these intramonthly per-
centiles consistent with a given global
climate change scenario. The basic idea
is to first build a statistical model that
links the intramonthly percentiles to
planetary-scale monthly mean air pres-
sure (or other) fields, and then to use this
link to derive estimates of intramonthly
percentiles from historical monthly
mean air pressure maps or from air pres-
sure fields changes simulated in climate
change scenarios.

The base model is explained in sec-
tion 5a; it deviates from the technique

used by von Storch and Reichardt (1997) in that re-
dundancy analysis is used rather than canonical cor-
relation analysis. Since this model is nonstandard and
has not yet been described in the open literature, sec-
tion 5a is somewhat more detailed than the other parts
of this paper. The model is applied to two locations,
the oil fields Brent (between Scotland and Norway)
and Ekofisk (central North Sea). The results for the
two positions are discussed in some detail in section
5b. Scenarios for plausible future statistics are derived
in section 6b.

a. The statistical model for extending the data in
time
A regression model is built that relates two sets of

random vectors S
t
 and Q

t
. In the present cases, the vec-

tor time series S
t
 represents the winter (DJF) monthly

FIG. 10. Annual maxima, means, and 99% and 90 % percentiles of significant
wave height percentiles (for OWS Mike, Brent, and Ekofisk, see Fig. 2) as de-
rived from the wave hindcast. Trends are given as dashed lines. Units: m. (From
Günther et al. 1998.)
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mean air pressure (sea level pressure,
SLP) distributions. The other vector time
series Q

t
 is formed by the 50%, 80%, and

90% intramonthly quantiles of signifi-
cant wave height at a given location
(Brent or Ekofisk):

Qt

t

q

q

q

=














50%

80%

90%

. (1)

Both vectors are assumed to be centered;
that is, their time means are subtracted
prior to the analysis. Also, compression
of the data with the help of EOFs is done
prior to the analysis in order to avoid ar-
tificially enhanced correlations. Four
EOFs are used for SLP and two for the
intramonthly percentiles.

A redundancy analysis (RDA) (Tyler
1982; von Storch and Zwiers 1998) is performed with
the two vector time series. The result of an RDA are
pairs of vectors (ps;k,pq;k) and time coefficients α

s;k
(t)

and α
q;k

(t) so that

S pt s k
s k

k

K

t= ( )
=

∑α ;
;

1
, (2)

Q pt q k
q k

k

K

t= ( )
=

∑α ;
;

1
. (3)

The patterns ps;k and pq;k are determined such that the
regressed expansion

ˆ
;

;Q pt k s k
q k

k

K

t= ( )
=

∑ρ α
1

(4)

describes an optimum of variance of Q for a given
number, K. In order to have uniquely determined so-
lutions, the expansion patterns pq;k of the predictand
are required to be orthonormal, whereas the patterns
ps;k are required to be linearly independent. The first
pair of patterns are chosen such that a maximum of Q
variance is explained, the second pair such that a maxi-
mum of additional variance is represented [because of
the orthonormality of the pq;k patterns, the variance
contributions in (4) may simply be added].

The coefficients are obtained by the projections

FIG. 11. Map of the 1955–94 trends in the intraannual 90% quantiles of sig-
nificant wave height, as derived from the 40-yr hindcast executed with the WAM
wave model. Units: cm yr−1. (From Günther et al. 1998.)

α s k A
s k

;
;= S pT , (5)

α q k
q k

;
;= Q pT , (6)

where p
A

s;k are the adjoints to the patterns ps;k. In (6)
the patterns pq;k appear, since these are constructed to
be orthonormal and thus self-adjoint. The patterns ps;k,
on the other hand, are not orthonormal and therefore
not self-adjoint.

The coefficients are normalized to one,

VAR(α
q;k

) = VAR(α
s;k

) = 1,

so that the three components of pq;k may be interpreted
as anomalies that occur typically together with the
“field distribution” ps;k.

The downscaling model that relates the large-scale
air pressure information to the intramonthly wave height
information is a regression model α

q;k
 = ρ

k
α

s;k
 for the

RDA coefficients α
s;k

 and α
q;k

. A reconstruction in the
three-dimensional space is then obtained using (3):

ˆ
;
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1

ρ α . (7)

The regression model (7) may be applied to anomalies
of observed or simulated air pressure fields S = Σα

s;k
ps;k.

〉
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The success of the reconstruction of intramonthly
wave height percentiles is quantified by two measures
of skill, namely, the correlation skill score ρκ 

and the
percentage of represented variance εκ for κ = 50%,
80%, and 90% (Livezey 1995):

ρ

ε

κ
κ κ

κ κ

κ
κ κ

κ

=
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,
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t t

t t

t t
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1

(8)

where q̂κ ;t
 is the estimated κ percentile in the month t.

b. Results for Brent and Ekofisk
In this section the paired patterns pq;k and ps;k are

shown and discussed for the wave height percentiles
for the oil fields Brent and Ekofisk. The results for
Brent are shown in some detail, whereas those for
Ekofisk are only summarized.

Figure 12 and Table 1 display the first two RDA
patterns of the monthly mean air pressure fields and
wave height quantiles for Brent. The first air pressure
pattern is related to the NAO (van Loon and Rogers 1978;
Hurrell 1995). An intensified NAO in the monthly
mean is associated with enhanced wave heights. In ef-
fect, this pattern describes a shift of the intramonthly
distribution toward taller waves. The second pattern de-
scribes a mean southerly flow across the northern North
Sea; the 50% quantile of the wave height distribution
is enhanced, whereas the 90% is reduced by 26 cm,
so that the overall distribution becomes narrower.

For Ekofisk similar patterns are found (not shown);
the wave height anomalies are smaller than at Brent,
and the second pair is slightly more relevant at Ekofisk
for representing wave height variance.

In the second step, the observed monthly mean air
pressure anomaly fields from 1899 until 1994 were
fed into the regression model (7) and time series of
the quantiles of wave height distribution at Brent are
estimated. The last 40 yr may be compared with the
hindcast data, whereas the first five decades represent
our best guess and cannot be verified at this time.

For the 90% quantiles of wave height distribution,
the reconstructed time series 1899–1994 and the hind-
casted time series 1955–94 are displayed in Fig. 13.
(The results for the other percentiles are similar and
not shown for the sake of brevity.) In the past four de-

cades, the similarity between hindcast and statistically
derived heights is good (cf. Table 2), and the statisti-
cal model confirms the hindcasted increase. However,
this increase appears “normal” when compared to the
changes that may have taken place earlier in this cen-
tury. Indeed, waves as tall as those nowadays seem to
have occurred in the first two decades, when the NAO
was strongest; in the 1920s the NAO weakened sig-
nificantly (van Loon and Rogers 1978), and our sta-
tistical model indicates that concurrently the height of
the waves dropped by several tenths of a centimeter
per year.

Wave height

Quantile 50% 80% 90%

BRENT

Correlation (%) 84 82 78

Described variance (%) 70 67 61

EKOFISK

Correlation (%) 73 69 63

Described variance (%) 52 47 40

TABLE 2. Correlation between hindcasted and reconstructed
quantile time series, and proportion of described variance of wave
height accounted for by the RDA model (7) at Brent and Ekofisk.

Wave height

κκκκκ      =  50% 80% 90% εεεεεk ρρρρρk

k (cm) (%)

1 −86 −114 −122 94 0.84

2 33 3 −26 5 0.08

TABLE 1. Characteristic anomalies of intramonthly percentiles
of significant wave height at the oil field Brent (61°N, 1.5°E)
north of Scotland in winter (DJF) as obtained in a redundancy
analysis. The k row is the kth redundancy vector pq;k. This vec-
tor represents ε

k
 of the variance of Q within the fitting interval

January 1955–February 1995. Its coefficient α
q;k

 shares a corre-
lation of ρ

k
 with the coefficient of the air pressure pattern ps;k

within the fitting interval.
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Note that the trends in Fig. 11 cannot
directly be compared with those in Fig.
13. Figure 11 is based on time series of
annual quantiles, whereas Fig. 13 is de-
rived from intramonthly quantiles in
winter months (DJF).

6. Scenarios for the expected
time of doubled carbon
dioxide concentrations

In order to determine a consistent
scenario of expected future wave height
statistics in the northeast Atlantic, use is
made of a a paired “2 × CO

2
”/“control”

time-slice experiment with a T106 atmo-
spheric GCM (Bengtsson et al. 1995;
Bengtsson et al. 1996; Cubasch et al.
1996). In the control time-slice experi-
ment, the atmospheric GCM simulates
the equilibrium response to present-day
sea surface temperature and sea ice dis-
tribution and present carbon dioxide con-
centrations. For the 2 × CO

2
 experiment,

SST and sea ice distributions from a
simulation with a coupled low-resolu-
tion atmosphere–ocean GCM with
gradually increasing carbon dioxide con-
centrations are determined from the time
of doubled carbon dioxide concentrations at about the
year 2050 (Cubasch et al. 1992). These SST and sea
ice distributions are then used as specified, time-con-
stant lower boundary conditions for the T106 atmo-
spheric GCM. Additionally, the carbon dioxide
concentrations are doubled.

The time-slice experiments control and 2 × CO
2

were integrated for 6 yr. Clearly, an integration of only
6 yr is rather short (enforced by the enormous com-
putational costs of such simulations), and the discri-
mination between interdecadal variability and the
response to the changed boundary conditions and ra-
diative forcing will be difficult. In fact, in turns out that
the derived scenarios for storminess, wave climate, and
storm surge statistics can hardly be distinguished from
the natural variability (see below).

The output of the time-slice experiments is used
for deriving scenarios of changing storminess, wave
climate, and storm surge statistics. This is done with
two different approaches. First, the simulated weather
streams, in terms of near-surface wind, are considered

(Beersma et al. 1997) and fed into the WAM wave
model (Rider et al. 1996) and into a storm surge model
(Flather and Smith 1998; Langenberg et al. 1997). The

FIG. 12. First two monthly mean air pressure anomaly distributions identified
in a redundancy analysis as being most strongly linked to simultaneous variations
of intramonthly quantiles of significant wave height at Brent (61°N, 1.5°E). The
anomalies of the quantiles at that position are listed in Table 1.

FIG. 13. Reconstructed (dashed line) and hindcasted (continu-
ous line; 1955–94) anomalies of 90% quantiles of significant wave
heights at Brent (61°N, 1.5°E). Units: m.
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results of this exercise are pre-
sented in section 6a. The other
approach makes use of the RDA
model presented in section 5:
The time mean difference of
SLP in the two time-slice ex-
periments is fed into (7) (see
section 6b).

a. Dynamically derived
scenarios
The T106 atmospheric GCM

operates with a horizontal reso-
lution of approximately 75 km,
which is thought to be sufficient
for modeling a realistic weather
stream, that is, storms and high
pressure systems that are consis-
tent with observed weather in
terms of duration, frequency,
strength, and track. Therefore,
this specific climate change ex-
periment was used in the WASA
project in spite of the short simulation time.

Beersma et al. (1997) examined the output of the
T106 simulations and found the simulated weather
stream to be consistent with observations during
a positive phase of the North
Atlantic oscillation, that is, a
phase with westerlies stronger
than on average.

The intercomparison of the
two simulations, control and
2CO

2
, yielded only few changes

between the present and prospec-
tive future storm climate (Fig. 14).
In the Bay of Biscay the 90%
quantiles of wind speed are
simulated to be increased by up to
1.5 m s−1 and in the central North
Sea up to 0.5 m s−1. Over most
of the Atlantic, however, the wind
speed in the climate model is de-
creased by as much as 1 m s−1.

Both weather streams, from
the control run as well as the 2
CO

2
 run, were used as forcing

fields for the wave model WAM
(Rider et al. 1996). The 90% wave
height quantiles are found to in-
crease in the Bay of Biscay and

in the North Sea by up to 0.5 m, whereas in most of the
North Atlantic, the wave heights are decreasing (Fig. 15).

Flather et al. (1998) and Flather and Smith (1998)
ran a storm surge model with the wind and air pres-

FIG. 14. Change in the intraannual 90% quantiles of wind speed as derived from a paired
atmospheric circulation model run with present and doubled carbon dioxide conditions.
Units: m s−1. (From Beersma et al. 1997.)

FIG. 15. Change in the intraannual 90% quantiles of significant wave height simulated
by a wave model as a response to weather streams derived from a paired atmospheric circu-
lation model run with present and doubled carbon dioxide conditions. Units: m. (From Rider
et al. 1996.)
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sure data from the DNMI analysis 1955–94 (reference
run) and from the two time-slice experiments. It was
found that the reference run quite successfully repro-
duced the storm surge statistics derived from various
tide gauges along the North Sea coast as well as the
along Irish and British coasts. The control time-slice
experiment significantly underestimated the height of
the severe storm surges. The difference, in terms of
5-yr return values, between the 2 CO

2
 and the control

run surges was everywhere positive, with maximum
values of 65 cm in the German Bight and 30 cm along
the Dutch coast (see Fig. 16). When compared with
the variability of 5-yr return values calculated from
different 5-yr chunks of the reference (DNMI wind)
run, these changes appeared within the range of natu-
ral variability. However, without further data, Fig. 16
may be considered as a best estimate at this time.

Langenberg et al. (1997) also integrated a storm
surge model with the T106 weather streams and found
a moderate increase of severe storm surges in the North
Sea consistent with Flather’s results. According to
their analysis the increase is mainly due to an increase
of the mean water level and not caused by storm-re-
lated short-term variations around the mean.

b. Empirically derived scenarios
An alternative scenario for possible future modi-

fications of the surge climates is the use of the regres-
sion model (7). To do this, the mean difference of air
pressure 2 CO

2
–control from the paired T106 time-

slice experiments is calculated (Fig. 17) and fed into
the regression model for anomalies of intramonthly
quantiles of wave heights at Brent in the northern
North Sea and at Ekofisk in the central North Sea. This
exercise yields the following results.

Change (cm)
Quantile 50% 80% 90%

Brent 13 18 20
Ekofisk 14 19 22

The statistical models predicts a small, almost uni-
form, shift of 10–20 cm of the wave height distribu-
tion toward taller waves. Thus, the projected changes
of the wave height distribution at the two locations are
small and qualitatively consistent with the results ob-
tained in the dynamically derived estimates. Note,
however, that the numbers cannot be compared one to
one, as the dynamically determined numbers refer to

annual quantiles whereas the statistical model returns
intramonthly percentiles.

An advantage of the statistical method is that it
does not require the availability of a realistic weather
stream as only mean fields are processed. Therefore
global climate change scenarios generated with coarse
resolution, such as T42 (horizontal resolution approxi-
mately 300 km), can also be used as input. A time-slice
experiment, formally identical to the one considered
so far but integrated over 30 yr with a T42 resolution,
is available and has been used for the derivation of an-
other, equally plausible scenario. This results in de-
creases of the significant wave height percentiles at
Brent of the order of 50–70 cm; at Ekofisk the reduc-
tion is about 10 cm for all three percentiles.

The T106 mean air pressure field was also used to
estimate changes of storm-related surge percentiles at
a number of southern and eastern North Sea coast tide
gauges (Langenberg et al. 1997).

Change (cm)
Quantile 50% 80% 90%

Den Helder 6 7 8
Esbjerg 8 11 13

These numbers compare well to the estimate given
by von Storch and Reichardt (1997) for Cuxhaven. If
the T42 time-slice experiment is used instead of the
T106, then the changes of storm-related percentiles are
still positive but considerably smaller.

7. Conclusions

a. Analysis of past hundred years
Our joint efforts for determining whether the storm

and/or wave climate in the North Atlantic Ocean and
adjacent seas have roughened resulted in two findings.

• The storm and surge climate along the European
coasts has not roughened in the past hundred
years. This result is consistent with other analyses
based on local data. For instance, Jónsson (1981)
studied the number of “storm days” on Iceland, as
defined by local observations, and found no sys-
tematic changes (cf. von Storch et al. 1994).

The Koninklijk Nederlands Meteorologisch
Instituut published an assessment on the state of
climate and its change for the territory of the Neth-
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erlands (KNMI 1993). According to that report the
maximum wind speeds observed during severe
storms have not increased between 1910 and today.

• For the wave statistics, hardly any reliable esti-
mates about systematic trends can be derived for
in situ data, and all numbers established on these
grounds should be considered as upper bounds of
any real roughening.

To overcome this situation, the Waves and
Storms in the North Atlantic (WASA) project has

executed a four-decade-long hindcast. This
hindcast suffers again from inhomogeneities inher-
ited from the wind–air pressure analyses. It is
hoped, however, that the derived empirical model
is less affected by these problems.

The empirical model confirms the finding of a
roughening wave climate in the past four decades
and relates it in part to a change of the strength
of the North Atlantic oscillation (cf. Hurrell 1995).

However, the increase of the last decades does
not appear alarming when compared to the recon-
struction of the wave field earlier this century.

In summary, it is claimed that neither the storm
climate nor the wave climate has undergone significant
systematic changes in this century. Instead, the situa-
tion is masked by the presence of natural variability on
all timescales, ranging from year to year to interdecadal.
This low-frequency variability violates the basic assump-
tion of stationarity in conventional extreme value analy-
ses and coastal engineers should be aware of this violation
as a potential pitfall in conventional data analysis.

The recent increase in wave heights, the reality of
which is still questionable, might well be another swing
in the never-ending sequence of ups and downs of
natural variability. Further close monitoring of the de-
velopment is required to eventually evaluate whether
the other possible explanation—systematic changes
because of anthropogenic climate change—might be
adequate (cf. von Storch and Hasselmann 1995).

Our study has a number of caveats. The analysis
of geostrophic winds, pressure tendencies, and high-
frequency sea level variations covers only the near-
coastal areas of northern Europe, and no robust

analysis is available for open ocean re-
gions. Also, one may speculate whether
the link between these proxy data and the
wind speeds holds for extreme wind
speeds. Another caveat refers to the wave
hindcast. This has been performed with
wind analysis that over the course of
time resolved more details (i.e., strong
wind events); thus the diagnosed rough-
ening of the wave climate in the past
decades may still be artificial to some
extent.

b. Outlook for the next century
Our scenario for the expected time of

doubled carbon dioxide concentrations
points to moderate increases of surges

FIG. 16. Difference of 5-yr return values of water level heights,
derived from simulations of a storm surge model, forced with
winds and air pressure from the 2 CO

2
 and the control T106 time-

slice experiments. The difference is within the bounds of natural
variability. Units: cm.

FIG. 17. Simulated atmospheric response to doubled carbon dioxide concen-
trations, as derived from a T106 time-slice experiment. The variable shown is air
pressure at sea level, given in hPa.
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along the North Sea coast and of wave heights in the
Atlantic.

At this time, a word of caution is required. The
scenarios given above are consistent with, and within,
the range of previously observed variations. As such,
they are plausible. However, they depend crucially on
the validity of the driving GCMs; if these GCMs turn
out to be inadequate then our numbers will be inad-
equate as well. Thus, these scenarios should not be
given too much informational weight.

Also, no error bars are given for the scenarios. Such
error bars are often considered by physicists to be in-
dispensable but cannot be given with any degree of
confidence for scenarios. The expected error is com-
posed of many factors, such as the natural variability
of the system, the uncertainty in the timing of the ex-
pected atmospheric doubled carbon dioxide concen-
tration, or errors originating from the various
parameterizations in the used climate model. Since the
climate models are tuned to the observational record
and only one such record exists, rigorous statements
about errors cannot be made.

c. Other aspects
A topic not within the focus of the WASA project,

but of related interest, is the Baltic Sea. Here as well,
increased storm surge levels have been reported, but
Backmann and Tetzlaff (1998) showed that the in-
crease since the 1950s is mainly due to the increased
volume of the Baltic as a result of intensified mean
westerly winds (cf. Heyen et al. 1996). Also, levels of
wave activity were found to be more or less constant
(Mietus and von Storch 1997).

Other aspects examined in the WASA project con-
cern the potential of changing storm surges at the
southern North Sea coast (Bijl 1997) and a process
study demonstrating that an acceleration of the weather
stream does not cause a significant intensification of
the heights but rather a reduction (Bauer et al. 1996).

Acknowledgments. This paper is based mostly on the vari-
ous papers that have emerged in the WASA project. Addition-
ally, the following members of the project have contributed:
Slava Kharin, Hinrich Reichardt, Knut Iden, Jules Beersma, Hans
von Storch, Marek Stawarz, Hans Alexandersson, Eigil Kaas,
Roger Flather, Torben Schmith, Gerbrand Komen, Arnt
Pfizenmayer, Heike Langenberg, Magnar Reistad, Ignacio
Gonzalez, and Mirek Mietus. The T106 scenario was kindly
supplied by Ulrich Cubasch (DKRZ Hamburg) and Lennart
Bengtsson (MPI für Meteorologie). The ongoing encouragement
and support by Dr. Ib Troen from the Commission of the Euro-
pean Union is gratefully acknowledged. Scott Hanson helped
with editorial advice. The WASA project was funded by the

European Union’s Environment program from 1994 to 1997:
EV5V-CT94-0506.

References

Alexandersson, H., 1986: A homogeneity test applied to precipi-
tation data. Int. J. Climatol., 6, 661–675.

——, and A. Moberg, 1997: Homogenization of Swedish tempera-
ture data. Part I: A homogeneity test for linear trends. Int. J.
Climatol., 17, 25–34.

——, T. Schmith, K. Iden, and H. Tuomenvirta, 1998: Long-term
trend variations of the storm climate over NW Europe. Global
Atmos. Ocean Sys., in press.

Bacon, S., and D. J. T. Carter, 1991: Wave climate changes in the
North Atlantic and the North Sea. Int. J. Climatol., 11, 545–558.

Bauer, E., M. Stolley, and H. von Storch, 1996: On the response
of surface waves to accelerating the wind forcing. GKSS Rep.
96/E/89, 21 pp. [Available from GKSS, Library, 21494
Geesthacht, Germany.]

Beckmann, B., and G. Tetzlaff, 1998: Modifications of the fre-
quency of storm surges at the Baltic coast of Mecklenburg-
Vorpommern. Global Atmos. Ocean Sys., in press.

Beersma, J., K. Rider, G. Komen, E. Kaas, and V. Kharin, 1997:
An analysis of extratropical storms in the North Atlantic region
as simulated in a control and a 2 × CO

2
 time-slice experiment

with a high resolution atmospheric model. Tellus, 49A, 347–361.
Bengtsson, L., M. Botzet, and M. Esch, 1995: Hurricane-type

vortices in a general circulation model. Tellus, 47A, 175–196.
——, ——, and ——, 1996: Will greenhouse gas-induced warm-

ing over the next 50 years lead to higher frequency and greater
intensity of hurricanes? Tellus, 48A, 57–73.

Berz, G., 1993: Global warming and the insurance industry. In-
terdisciplinary Sci. Rev., 18, 120–125.

——, and K. Conrad, 1994: Stormy weather: The mounting wind-
storm risk and consequences for the insurance industry.
Eurodecision, 12, 65–69.

Bijl, W., 1997: Impact of a wind climate change on the surge in
the southern North Sea. Climate Res., 8, 45–59.

Bouws, E., D. Jannick, and G. J. Komen, 1996: On increasing
wave height in the North Atlantic Ocean. Bull. Amer. Meteor.
Soc., 77, 2275–2277.

Carter, D. J. T., and L. Draper, 1988: Has the northeast Atlantic
become rougher? Nature, 332, 494.

Cubasch, U., K. Hasselmann, H. Hoeck, E. Maier-Reimer, U.
Mikolajewicz, B. D. Santer, and R. Sausen, 1992: Time-
dependent greenhouse warming computations with a coupled
ocean–atmosphere model. Climate Dyn., 8, 55–69.

——, H. von Storch, J. Waskewitz, and E. Zorita, 1996: Estimates
of climate change in Southern Europe using different
downscaling techniques. Climate Res., 7, 129–149.

Flather, R. A., and J. A. Smith, 1998: First estimates of changes
in extreme storm surge elevation due to doubling CO2. Glo-
bal Atmos. Ocean Sys., in press.

Greenpeace, 1994: The Climate Bomb. Greenpeace Council.
Günther, H., W. Rosenthal, M. Stawarz, J. C. Carretero, M.

Gomez, I. Lozano, O. Serano, and M. Reistad, 1998: The
wave climate of the Northeast Atlantic over the period 1955–
1994: The WASA wave hindcast. Global Atmos. Ocean Sys.,
in press.



760 Vol. 79, No. 5, May 1998

Heyen, H., E. Zorita, and H. von Storch, 1996: Statistical downscaling
of winter monthly mean North Atlantic sea-level pressure to sea-
level variations in the Baltic Sea. Tellus, 48A, 312–323.

Hogben, N., 1994: Increases in wave heights over the North Atlan-
tic: A review of the evidence and some implications for the na-
val architect. Trans. Roy. Inst. Naval Arch., W5, 93–101.

Houghton, J. T., G. J. Jenkins, and J. J. Ephraums, Eds., 1990:
Climate Change. The IPCC Scientific Assessment. Cambridge
University Press, 365 pp.

——, B. A. Callander, and S. K. Varney, Eds., 1992: Climate
Change 1992. Cambridge University Press, 200 pp.

——, L. G. Meira Filho, B. A. Callander, N. Harris, A. Kattenberg,
and K. Maskell, Eds., 1996: Climate Change 1995. The Sci-
ence of Climate Change. Cambridge University Press, 572 pp.

Hurrell, J. W., 1995: Decadal trends in the North Atlantic Oscillation
regional temperatures and precipitation. Science, 269, 676–679.

Jones, P. D., 1995: The instrumental data record: Its accuracy and
use in attempts to identify the “CO

2
 signal.” Analysis of Cli-

mate Variability, H. von Storch and A. Navarra, Eds., Springer-
Verlag, 53–76.

Jónsson, T., 1981: Hitt og thetta um ofvidri (Odds and ends on
storms) (in Icelandic). Vedrid, 21, 64–70.

Kaas, E., T.-S. Li, and T. Schmith, 1996: Statistical hindcast of
wind climatology in the North Atlantic and Northwestern Eu-
ropean region. Climate Res., 7, 97–110.

Karl, T. R., R. G. Quayle, and P. Y. Groisman, 1993: Detecting
climate variations and change: New challenges for observ-
ing and data management systems. J. Climate, 6, 1481–1494.

KNMI, 1993: De toestand van het klimaat en van de ozonlaag in
Nederland. Koninklijk Nederlands Meteorologisch Instituut,
De Bilt, the Netherlands, 20 pp. [Available from KNMI, P.O.
Box 201, 3730 AE De Bilt, the Netherlands.]

Komen, G. J., L. Cavaleri, M. Donelan, K. Hasselmann, S.
Hasselmann, and P. A. E. M. Janssen, 1994: Dynamics and Mod-
elling of Ocean Waves. Cambridge University Press, 532 pp.

Kushnir, Y., V. J. Cardone, and M. Cane, 1995: Link between At-
lantic climate variability of surface wave height and sea level pres-
sure. Proc. Fourth Int. Workshop on Wave Hindcasting and
Forecasting, Banff, AB, Canada, 59–64.

——, ——, J. G. Greenwood, and M. A. Cane, 1997: The recent in-
crease in North Atlantic wave heights. J. Climate, 10, 2107–2113.

Langenberg, H., A. Pfizenmayer, H. von Storch, and J.
Sündermann, 1997: Natural variability and anthropogenic
change in storm related sea level variations along the North
Sea coast. GKSS Rep. 97/E/48, 26 pp. [Available from GKSS,
Library, 21494 Geesthacht, Germany.]

Livezey, R. E., 1995: The evaluation of forecasts. Analysis of
Climate Variability, H. von Storch and A. Navarra, Eds.,
Springer-Verlag, 177–196.

Mietus, M., 1995: Vector of geostrophic wind over the North At-
lantic region as an index of local atmospheric sub-circulation.
Proc. Sixth Int. Meeting on Statistical Climatology, Galway,
Ireland, 227–230.

——, and H. von Storch, 1997: Reconstruction of the wave cli-
mate in the Proper Baltic Basin, April 1947-March 1988.
GKSS Rep. 97/E/28, 30 pp. [Available from GKSS, Library,
21494 Geesthacht, Germany.]

Neu, H. J. A., 1984: Interannual variations and longer-term
changes in the sea state of the North Atlantic from 1970 to
1982. J. Geophys. Res., 89 (C4), 6397–6402.

Peterson, E. W., and L. Hasse, 1987: Did the Beaufort scale or
the wind climate change? J. Phys. Oceanogr., 7, 1071–1074.

Rider, K. M., G. J. Komen, and J. Beersma, 1996: Simulations of
the response of the ocean waves in the North Atlantic and
North Sea to CO

2
 doubling in the atmosphere. KNMI Scien-

tific Rep. WR 96-05. [Available from KNMI, P.O. Box 201,
3730 AE De Bilt, the Netherlands.]

Schinke, H., 1992: Zum Auftreten von Zyklonen mit niedrigen
Kerndrücken im atlantisch-europäischen Raum von 1930 bis
1991. Wiss. Zeitschrift der Humboldt Universität zu Berlin, R.
Mathematik/Naturwiss., 41, 17–28.

Schmidt, H., and H. von Storch, 1993: German Bight storms
analysed. Nature, 365, 791.

Schmith, T., 1995: Development of occurrence and strength of
severe winds over the Northeast Atlantic during the past 100
Years. Proc. Sixth Int. Meeting on Statistical Climatology,
Galway, Ireland, 83–86.

——, H. Alexandersson, K. Iden, and H. Tuomenvirta, 1997:
North Atlantic–European pressure observations 1868–1995
(WASA dataset 1.0; CD-ROM included). Technical Rep. 97-
3, Danish Meteorological Institute, Copenhagen, Denmark,
13 pp. [Available from Danish Meteorological Institute,
Lyngbyvej 100, 2100 Copenhagen, Denmark.]

——, E. Kaas, and T.-S. Li, 1998: Northeast Atlantic storminess
1875–1995 re-analysed. Climate Dyn., in press.

Stein, O., and A. Hense, 1994: A reconstructed time series of the
number of extreme low pressure events since 1880. Z. Meteor.,
3, 43–46.

Trenberth, K. E., and D. A. Paolino, 1980: The Northern Hemi-
sphere sea-level pressure data set: Trends, errors, and discon-
tinuities. Mon. Wea. Rev., 108, 855–872,

Tyler, D. E., 1982: On the optimality of the simultaneous redun-
dancy transformations. Psychometrika, 47, 77–86.

van Hooff, R. W., 1993: Trends in the wave climate of the Atlan-
tic and the North Sea: Evidence and implications. Underwa-
ter Technol., 19, 20–23.

van Loon, H., and J. C. Rogers, 1978: The seesaw in winter tem-
peratures between Greenland and Northern Europe. Part I:
General description. Mon. Wea. Rev., 106, 296–310.

von Storch, H., and K. Hasselmann, 1995: Climate variability and
change. New Trends in Ocean and Polar Sciences, G. Hempel,
Ed., Gustav Fischer Verlag Jena, 33–58.

——, and H. Reichardt, 1997: A scenario of storm surge statistics
for the German Bight at the expected time of doubled atmospheric
carbon dioxide concentrations. J. Climate, 10, 2653–2662.

——, and F. W. Zwiers, 1998: Statistical Analysis in Climate Re-
search. Cambridge University Press, in press.

——, J. Guddal, K. Iden, T. Jonsson, J. Perlwitz, M. Reistad, J.
de Ronde, H. Schmidt and E. Zorita, 1994: Changing statis-
tics of storms in the North Atlantic? Max-Planck-Institut für
Meteorologie Rep. 116, 19 pp. [Available from MPI of Me-
teorology, Bundesstr. 55, 20146 Hamburg, Germany.]

WASA Group, 1994: Comment on “Increases in Wave Heights
over the North Atlantic: A review of the evidence and some
implications for the naval architect” by N. Hogben. Trans. Roy.
Inst. Naval Arch., W5, 107–110.

WASA Group, 1995: The WASA project: Changing storm and
wave climate in the northeast Atlantic and adjacent seas? Proc.
Fourth Int. Workshop on Wave Hindcasting and Forecasting,
Banff, AB, Canada, 31–44.


