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Changing Waves and Storms in the
Northeast Atlantic?

The WASA Group*

:

ABSTRACT

The European project WASA (Waves and Storms in the North Atlantic) has been set up to verify or disprove hy-
potheses of a worsening storm and wave climate in the northeast Atlantic and its adjacent seas in the present century.
Its main conclusion is that the storm and wave climate in most of the northeast Atlantic and in the North Sea has un-
dergone significant variations on timescales of decades; it has indeed roughened in recent decades, but the present
intensity of the storm and wave climate seems to be comparable with that at the beginning of this century. Part of this
variability is found to be related to the North Atlantic oscillation.

An analysis of a high-resolution climate change experiment, mimicking global warming due to increased green-
house gas concentrations, results in a weak increase of storm activity and (extreme) wave heights in the Bay of Biscay
and in the North Sea, while storm action and waves slightly decrease along the Norwegian coast and in most of the
remaining North Atlantic area. A weak increase in storm surges in the southern and eastern part of the North Sea is
expected. These projected anthropogenic changes at the timg db@fling fall well within the limits of variability
observed in the past.

A major methodical obstacle for the assessment of changes in the intensity of storm and wave events are inhomo-
geneities in the observational record, both in terms of local observations and of analyzed products (such as weather
maps), which usually produce an artificial increase of extreme winds. This occurs because older analyses were based
on fewer observations and with more limited conceptual and numerical models of the dynamical processes than more
recent analyses. Therefore the assessment of changes in storminess is based on local observations of air pressure and
high-frequency variance at tide gauges. Data of this sort is available for 100 yr and sometimes more. The assessment
of changes in the wave climate is achieved using a two-step procedure; first a state-of-the-art wave model is inte-
grated with 40 yr of wind analysis; the results are assumed to be reasonably homogeneous in the area south of 70°N
and east of 20°W; then a regression is built that relates monthly mean air pressure distributions to intramonthly per-
centiles of wave heights at selected locations with the help of the 40-yr simulated data; finally, observed monthly
mean air pressure fields from the beginning of this century are fed into the regression model to derive best guesses of
wave statistics throughout the century.
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1. Background the seemingly most suitable collections of weather
maps useless for the description of trends and inter-
In the public debate concerning climate change ddecadal variability in storm and storm-related statis-
to increasing concentrations of radiatively active gasess. Instead local data, unaffected by improving
into the atmosphere, many people are concerned alamalysis procedures, are studied. Two variables seem
the possibility of an intensification of extratropicato be little affected by instrumental and environmen-
storms. Even though the Intergovernmental Panel@ahchanges, namely, air pressure and sea level varia-
Climate Change (IPCC) took a cautious stand in thiens around a multiyear mean. We present time series
matter because of lack of evidence (Houghton et af.intrayearly statistics of geostrophic winds, air pres-
1990; Houghton et al. 1992; Houghton et al. 199&)\re tendencies, and variances of storm-related water
a mixture of indirect evidence (van Hooff 1993level variations in section 3.
Hogben 1994) and misleading scientific statements In the case of the wave climate, analyses, such as
(Schinke 1992) created a substantial uneasinessliip routing maps derived manually from wind analy-
the public (Berz 1992; Berz and Conrad 1994gs, suffer to an unknown degree from inhomogene-
Greenpeace 1994). The offshore oil industry in tliges. Local observations are sparse and have achieved
North Sea was confronted with reports of extrenzehigh level of high and uniform accuracy only in the
waves higher than had ever been observed. The ingast 10 years or so. Prior to, say, 1980, the observa-
ance industry organized meetings with scientistisnal techniques have changed from visual assess-
because of greatly increased storm-related damagesnt to shipborn instruments, which in their early days
Newspapers in northern Europe were full of speculesvered only part of the energy spectrum (and thus un-
tions about the enhanced threat of extratropical stordesestimated the significant wave height, which is pro-
in early 1993. portional to the integral over the energy spectrum).
In this atmosphere the Norwegian Meteorologicdlhus, in the WASA project a strategy suggested by
Institute organized two workshops, “Climate Trendsushnir et al. (1995) and Kushnir et al. (1997) was
and Future Offshore Design and Operation Criterisgglopted, namely, of first generating a consistent
in Reykjavik and Bergen, bringing together peoplataset describing the variations of the wave field for
from the oil industry, certification agencies, and sc#0 yr with a state-of-the-art wave model and multiyear
entists to discuss the reality of a worsening of the wawend analyses. The simulated wave data in areas where
and storm climate. The workshops did not issue detire wind forcing is thought to be sufficiently homo-
nite statements, but the general impression was thaheous is considered as “substitute reality.” In sec-
hard evidence for a worsening of the storm and watien 4 the model simulation and the results obtained
climate was not available (for a summary see vaevithin the 40 yr of simulation in the “homogeneity”
Storch et al. 1994). A group of workshop participangsea (around the British Isles, the Bay of Biscay, and
then established the Waves and Storms in the Nattile North Sea) are presented. In section 5 the substi-
Atlantic (WASA) project. tute reality wave statistics are linked to monthly mean
In the present paper the results obtained in WAS# pressure analyses, which have been collected since
are summarized and the main conclusions are dra@@99 and are thought to be sufficiently homogeneous
The results are documented in detail in a series(dfenberth and Paolino 1980). This is done for two
papers (Alexandersson et al. 1998; Bauer et al. 198&;ations in the northern and central North Sea (olil
Beersma et al. 1997; Bijl 1997; Kaas et al. 1996; Ridezlds Ekofisk and Brent). With the help of this regres-
et al. 1996; Schmith 1995; Schmith et al. 1998jon model and the observed monthly mean air pres-
Schmith et al. 1998; Glnther et al. 1998; Schmidt asdre fields, a best guess of wave statistics earlier in this
von Storch 1993; von Storch and Reichardt 199Gentury is derived.
Bouws et al. 1996). Preliminary assessments wereln section 6 possible implications of an increased
published by von Storch et al. (1994) and WASEQ, concentrations in the atmosphere on storminess,
(1994, 1995). Part of the work reported here also origrave, and storm surge statistics are examined.
nates from studies outside of WASA. Specifically, a high-resolution (T106) paired atmo-
The present paper is organized as follows. In sexpheric GCM time-slice experiment on the impact of
tion 2 the fundamental methodological problem afoubled CQconcentrations in the atmosphere is stud-
WASA is addressed, namely, the presence of creégd. The simulated change in storminess is discussed,
ing inhomogeneities. These inhomogeneities renderd the impact of this (moderate) change in stormi-
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ness on waves and storm surge statistics, as estimate@udden inhomogeneities are introduced by abrupt,
through dynamical wave and storm surge models@$en documented, changes in the analysis scheme.
well as through the regression model derived in s€dch changes may include the change from manual to
tion 5, are presented. automatic analysis techniques, the rectification of out-
In the concluding section, the main results are sunght errors in the analysis procedure, or the creation
marized and the major caveats of the analysis are listedhe withdrawal of an observational platform in a
and discussed. data-sparse area (such as ocean weather stations). If
sudden changes are not already known from the docu-
mentation, they may often be identified by screening
2, The problem of homogeneity the time series for jumps in the moments of the time
series calculated for moving windows.
a. General
The methodological challenge with the analysis bf Storm climate
historical datasets is the discrimination between sig- When assessing the temporal evolution of the
nals, reflecting real changes as opposed to changesstaem climate, principly two different types of data
to changing instrumental accuracies, environmentahy be considered. One source of information is the
conditions, observational practices, and analysis rarchive of weather maps, which covers about 100
tines. We call a dataset homogeneous if it is freeysdars. Indeed, several attempts have been made to
such artificial contaminations. Inhomogeneities, thabunt the number of storms, stratified after the mini-
is, changing nonphysical factors influencing theaum core pressure, in the course of time (Schinke
weather analyses, can be characterized as being eitlf#82; Stein and Hense 1994). These studies are use-
creeping or sudden (Karl et al. 1993; Jones 1995)ful in describing the year-to-year fluctuations for a
Creeping inhomogeneities are present in opeizeriod of, say, 10 years. However, for a longer perspec-
tional analyses, which are prepared with operatiortdle this approach is rendered inconclusive simply
weather forecast schemes subject to ongoing improleecause the quality of weather maps has steadily im-
ments of the numerical weather prediction modgdroved. Thus any steady worsening of the storm cli-
Another source of creeping inhomogeneities consistgte apparent in the weather maps (as reported by
of ongoing modifications in the observational neSchinke 1992) might reflect a real signal or might re-
work, be they changes in the density of stations or thdt from the ever-increasing quality of the operational
replacement of instruments. For instance, the avahalyses due to more and better observations, more
ability of satellite imagery and reports from intercorpowerful diagnostic tools, and other improvements in
tinental flights in the 1960s may have persuad#ue monitoring of the state of the troposphere. A more
human weather analysts and forecasters to descriloetiled mapping of the pressure distribution, how-
low pressure system over the Atlantic as being maeer, automatically yields deeper lows. This problem
intense than when they had only ship observationsi@severe for weather maps; when dealing with monthly
was the case in the 1950s. The number of forecastaean maps, the inhomogeneity becomes less signifi-
that wholeheartedly accepted this additional informaant because of the greater smoothness of monthly
tion may have gradually increased as more conseragean fields.
tive forecasters retired and were replaced by younger The inhomogeneity problem is illustrated by Fig. 1,
colleagues. In marine weather statistics, based onirewhich the ratio of high-pass filtered standard devia-
ports from voluntary observing ships, creeping inhons of air pressure variations in winter in the decade
mogeneities are brought into the analysis procedur884—93 and in the 9-yr interval 1955-63, as derived
by gradually changing ship routing routines and by ifrom the Norwegian Meteorological Institute (DNMI)
creasing ship speeds and heights and other aspeutslyses (see section 5), is plotted. Variability obvi-
The standard technique for identifying such creepiogsly increased since the 1950s in areas where few or
inhomogeneities is to compare the suspected timese-in situ observations are routinely available; this
ries with data from neighboring stations known natcrease is likely to be spurious. Note the local maxi-
to be affected by the inhomogeneity (Alexanderssomm of enhanced variability, with a ratid..1, in the
1986; Alexandersson and Moberg 1997). Howevealata-sparse area between Svalbard and Greenland and
such neighboring stations are not always availabtejer Greenland. Of course, this increase may be real,
particularly in marine weather data. but it is suspicious that it takes place in areas of little
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observations—either determined instrumentally or
estimated—are usually of limited value due to inho-
mogeneities such as the change of scale, change of ob-
server, change of surroundings, etc. (cf. Peterson and
Hasse 1987).

Therefore one must look for other and more homo-
geneous proxies for storminess. An obvious choice is
to base these on station air pressure, the time series of
which are considered to be rather homogeneous be-
cause more or less the same instrument (mercury ba-
rometer) and procedures have been used throughout
the entire observation period.

From air pressure several proxies for storminess
may be formed, namely, the annual (seasonal,
monthly) distribution of the geostrophic wind speed
derived from three stations in a triangle (Schmidt and
von Storch 1993; see section 3a) or the annual (sea-
sonal, monthly) distribution of the pressure minima or
tendencies, possibly after suppressing the nonsynoptic
variations by means of a digital filter (Schmith 1995;
Kaas et al. 1996) (see section 3b). Also the frequen-
cies of “pressure events,” such as pressure readings
below a threshold, geostrophic winds, or pressure
changes larger than a threshold, may serve as a mea-
sure of storminess.

Alexandersson et al. (1998) compared the differ-
ent measures for the geostrophic wind triangle

Fic. 1. Ratio of synoptic-scale standard deviation of air pr éergen_StOCkhOIm_Nordby (for the locations, see

sure variations in winter (DJF) as derived from DNMI analysdsig- 2) and for the station Oksgy in the middle of the

in the decade 1984-93 and in the decade 1955-63. The analjgafigle. Using data from 1881 to 1995, Alexandersson

in the marked area south of 70°N and east of 20°W seem todteal. (1998) calculated correlations between annual

relatively homogeneous. 99% and 95% percentiles of geostrophic winds (la-
beledp% in the following table), the frequency of geo-

high quality observational data. Note that the compasitrophic winds above 25 nt's(F,) and of the

son with observed records is often inconclusive &equency of 24-h pressure tendenc|ag ¢ 16 hPa)

these data have entered the analysis, so that theyadd of deep pressure readings©80) at Oksgay.

not offer independent information about the success

of the analysis for providing useful information in

data-void areas and time intervals. Furthermore, the 95% Fos Al p<980

local “observations,” which are sometimes notinstru-  ggo,, 0.75 0.90 0.38 0.08

mental observations but reports based on subjective

assessments (wind force estimated from wave 95% 0.64 0.44 0.15

heights), may already suffer from the creeping inho-

mogeneities (cf. Peterson and Hasse 1987), which are Fas 0.34 0.07
then inherited by the 2D mapped analysis. n 0.35
Any analysis of changes of the storm climate b

should be supported by an analysis of local obser-

vations that are unaffected by improvements in the The indices related to pressure gradients (99%,
process of mapping the weather. A good parame$&%, andF,) are well correlated, whereas the fre-
would be wind speed, since it relates directly to damuency of deep pressure readings(980) is only
ages and impact of waves and surges. However, wiadsely linked, which may in part be due to the fact
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that the large-scale low-frequency
variability of air pressure shifts local
pressure distributions to smaller or h
larger values without necessarily af- M&”
fecting the storm regime. This finding
casts additional doubts on the apr
proach of counting “deep cyclones,”
as a deep core pressure is not neces-
sarily connected with a strong spatia
or temporal gradient. :

Another homogeneous proxy data
time series is provided by high-
frequency sea level variations at a tide
gauge. The variance of such variations
is controlled by the variance of the
synoptic atmospheric disturbances
(see section 3c).

The proxy data geostrophic wind,| o™
high-frequency pressure tendency,

and sea '9"6' Van.atlons CannOt. be Fic. 2. Location of in situ data used in the WASA studies. Locations explicitly
used to reliably estimate aCt_uaI Wm%sed in the present paper are marked by their names. Dots represent pressure gauges
speeds; however, changes in the ased for geostrophic wind calculations by Alexandersson et al. (1998). Triangles:
nual (monthly) distributions of the Tide gauges for which high water level percentiles were calculated, and offshore
wind speed are well reflected with simistations and ocean weather stations. Geostrophic triangles used in the present ar-
lar changes in the distributions oficle are marked by dotted lines; the wave chart area west of Ireland is marked by
geostrophic windpeed. This is dem- "aching.

onstrated in Fig. 3 by a percentile—per-

centile plot of 5 yr of daily wind speeds (observed &887. The procedure for preparing the analyses did not

a station) and daily geostrophic wind speedsi\(dé change in the course of time, but the data used as base
with the triangle method using three surroungings- material for the analyses did change. Thus, the KNMI
sure readings). Thus changes of statistical momewve charts suffer from similar hidden inhomogeneities
and percentiles of the wind speed distribution may be the DNMI pressure analyses. Thus, any trend de-
deduced from changes of the same statistical momemnisd from the KNMI wave charts should be considered

20

of the geostrophic wind speed distribution. as an upper bound and not as an unbiased best guess.
For a box west off Ireland, in 50°-55°N, 20°-
c. Wave climate 10°W, maximum wave heights were read from the

Data about wave height are available from reportgave charts (1961-87) and annual percentiles (labeled
of visual assessments from ships of opportunity aB8% and 90% in the following table) as well as the
lighthouses, from wave rider buoys and shipborm@anual maximum (max) were determined. From these
wave recorders at ocean weather stations; also wawaual time series, the mean heights and mean annual
height maps have been constructed for the purposeloénges were calculated.
ship routing from wind analyses. These data are sparse
and suffer from inhomogeneities of various kinds (cf.
WASA 1994). Analyses of these data have revealed a Max 99% 90%
substantial worsening of the wave climate in the North
Atlantic (Neu 1984; Carter and Draper 1988; Bacon
and Carter 1991; Hogben 1994; Bouws et al. 1996). Change 1961-87

A recent estimate is offered by Bouws et al. (1996),
who studied operational analysis of wave analysis pre-
pared by the Koninklijk Nederlands Meteorologisch % yrt 0.3 0.3 0.7
Instituut (KNMI) Ship Routing Office from 1961 to

Time mean (m) 111 8.7 5.8

cmyr? 3.8 2.7 3.8
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Denm ark, 1980-1984 incl.

a. Geostrophic wind analyses
&0 For 20 stations (see dots in
- Fig. 2) situated in northwestern
. Europe and the northeast Atlan-
ot tic, the WASA project identified
Lt an uninterrupted pressure record
a0 — of three or four daily observa-
o~ tions for about the last 100 yr that
. s could be homogenized. (The in-
i fluence of changing instruments
.f"‘ and gradually changing environ-
20 e ments are less severe in case of
_.ﬂ"'r air pressure measurements, but
f,.v" there are several other sources of
potential inhomogeneities, such
,-"'.’ as relocations with a vertical dis-
0 _,.r"" placement of the instrument or
¢ ? * b ® changing observational times.)
Meen wind of five synoptic stations (m /s) For these stations, triangles

. . - ere set up and daily geo-
Fic. 3. Percentile—percentile plot of station wind speed and geostrophic wind speedvf¥€r a P y 9

Danish station, derived from 5 yr of daily data. S .I‘OphIC 'wmds were derived.
Time series of annual 95% and

99% quantiles for various tri-
These numbers show changes considerably sma#isgles are presented by Alexandersson et al. (1998)
than those given by others, such as Neu (1984), Baénl for a triangle in the German Bight by Schmidt and
and Carter (1991), who report increases of the ordin Storch (1993). They all exhibit marked interdec-
of more than 1% yt. We will later see in section 4badal variability, with an intensification in the past de-
that the WASA reconstructions return even smalleades. The findings are summarized by Figs. 4 and 5,
trends in that area. which show standardized annual quantiles time series
Using a downscaling approach, Kushnir et dfor triangles in the Scandinavian—Finland Baltic Sea
(1995) and Kushnir et al. (1997) built an empiricakegion (Fig. 4) and in the British Isles—North Sea—
model relating wave hindcast data, generated wiiorwegian Sea region (Fig. 5). The quantiles are stan-
10 yr of European Centre for Medium-Range Weathdardized; that is, for each triangle and each percentile,
Forecasts (ECMWF) analyses of surface winds, witiist the long-term mean and the standard deviation are
the mean air pressure field. This statistical model wdgtermined, then the mean is subtracted and the time
then used to estimate the mean wave field from the ggries is divided by the standard deviation.
pressure field from 1962 onward. This procedure con- There has indeed been an increase in the strong
firmed the presence of an increase in wave heigggostrophic wind speeds in the past decades, but this
during the past few decades as inferred from the didsrease does not appear to be alarming when com-
servational data. In the present paper a similar ggred with conditions earlier in this century and at the
proach is pursued. end of the last century. There is a considerable amount
of interdecadal variability, and an assessment using
only data from 1960 onward leads to misleading re-
3. Analysis of the historical storm sult of dramatic increases.
climate Note that the interdecadal variability in the two
considered quantiles are very similar, indicating that
In the next sections we deal in some detail withe annual geostrophic wind speed distribution is not
time series of intraannual percentiles and pressure tegcoming broader or narrower but is shifting as a
dencies. In the last subsection, we discuss two timewsole to smaller or larger values.
ries derived from tide gauges at the southern and Mietus (1995) examined annual mean geostrophic
eastern North Sea coast. wind speeds derived from the triangle “Jan Mayen—

50

Calculated gecstrophic wind (m/s)
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Svalbard—-Bjgrngya” in the northernmost Storm index, Scandinavia, Finland, Baltic Sea, 1881-1995
North Atlantic and likewise found an®® %
upward trend from 1960 onward, with a 2
magnitude of 2 (cnm™y yr. 15
An important factor characteristic for
the large-scale state of the atmaospheric
circulation in the North Atlantic area is®® |
the North Atlantic oscillation (NAO) o
(van Loon and Rogers 1978; Hurrelly 5 |
1995), so that it appears plausible that the1
identified variations in storm frequency
may be related to variations in the NAC:!- ; 1 3
This is really the case, but the correla-2 - ......... o R
tions are not large although statistically, . ; i i i i
significant: For the 95 and 99 percentiles 1880 1900 1920 1940 1960 1980 2000
in Fig. 4 the correlations are only 0.49 g 4 standardized annual 95% (diamonds and full line) and 99% (crosses
and 0.37 only and, similarly, for Fig. 5,and dotted line) quantile time series from pressure triangles in the Scandinavian,
only 0.56 and 0.38. Finnish, and Baltic Sea regions. The lines are obtained from the yearly data by

applying a Gaussian filter with standard deviation of 3 yr. Dimensionless units.
(From Alexandersson et al. 1998.)

b. Pressure tendency analysis
Kaas et al. (1996) calculated 12-h
absolute pressure tendencies for eighis
North Atlantic—Scandinavian stations for , |
the period 1961-87. By means of a
downscaling technique utilizing canoni- '3 [
cal correlation, the monthly mean (win- 1
ter months only) of these absolute, s |
pressure tendencies for each station were
related to North Atlantic monthly mean.
The relations found were used to hindcast5
the time series of monthly means of ab-.4
solute pressure tendency for the perio_ql'5 i
1903-87. For two of the stations the pres-
sure tendencies could be calculated di-? : : : 3 :
rectly from observations so a directz2s ' L ' i *
comparison between observed/hind- 1880 1900 1920 1940 1960 1980 2000
casted values was possible Theresul o[, = i o O e e b e o
this exercise is shown in Fig. 6 with %ea, and Norwegian Sea regions. The lines are obtained from the yearly data by

low-frequency appearance similar to tha,ying a Gaussian filter with standard deviation of 3 yr. Dimensionless units.
found for the geostrophic wind spee@rrom Alexandersson et al. 1998.)

curves in Fig. 5.
The method was developed further in
Schmith et al. (1998). However, the scope was sonnies of these levels showed no dramatic behavior at any
what different: namely, to investigate in detail thef the stations, although there was some increase dur-
hypothesis that high-frequency variability and lowing the past two decades. A similar downscaling to that
frequency variability of the mean sea level pressureKaas et al. (1996) was carried out but for the period
are closely interlinked. 1900-95 and with canonical correlation analysis re-
For eight stations in the North Atlantic (Schmitlplaced by multilinear regression analysis. It was found
et al. 1997) 24-h tendencies were calculated, and fioat the exceedance levels were linked to the winter mean
each winter during the period 1875-1995 50%, 10%, as&h level pressure, with highest correlation coefficients
1% exceedance levels were calculated. The time &@-stations close to the North Atlantic storm track.

Storm index, British Isles, North Sea, Norwegian Sea, 1881-1995
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As discussed above, an analysis of reported wave
observations is of limited value because of the inho-
mogeneities hidden in such datasets. Therefore, an
attempt was made to reconstruct the time—space sta-
Fic. 6. Monthly mean of absolute values of pressure tendgstics of the wave field with the help of a wave model

cies for Bergen gnd Thorshavn_ (see Flg. 2). Means derlve_d fﬁ’rﬁ?egrated over 40 yr using a sequence of 6-h wind
in situ data are given as a continuous line, and means derived in-

directly via downscaling by the dashed lines. (From Kaas et QﬂalySiS' A detailed account of this simulation is of-
1996.) fered by Ginther et al. (1998).
With a homogeneous, realistic wind dataset we can
expect, within the bounds of the skill of the wave
The residual, that is, the signal not explained by th@del, to receive a detailed space-time evolution of
model, was also investigated. If the residual time sgave parameters, such as significant wave height,
ries has a systematic trend, it would be a sign of chamdrich may be considered a substitute reality (see, for
ing physics not incorporated into the model, fdnstance, Bauer et al. 1996). Even if the hindcasted
instance systematic change in sea surface temperatsubstitute reality does not capture all details of the past
leading to decreased stability of the atmosphere amave history, we can expect that low-frequency varia-
therefore increased baroclinic activity. The residutibns in the wave statistics, including the interdecadal
time series was found to be without any trend, indiariability and trends, are reliably reproduced. Indeed,
cating that no factors are missing in the model.  this assumption is found to be valid in the present
analysis, when extended time series of in situ observed
c. Storm-related sea level variations significant wave height statistics are compared with
The idea of using high-frequency variations of séandcasted wave heights in areas and time intervals
level as a proxy for storm activity was suggested kyith approximately homogeneous wind field analyses
de Ronde (cf. von Storch et al. 1994). To do this, tli@unther et al. 1998).
annual mean water level is subtracted from the data,
because changes in the mean water level are thouyhtWave model and forcing data
to reflect processes unrelated to the storm activity, In the following we describe some technical details
such as local anthropogenic activity (e.g., harbof the wave hindcast 1955-94. For details refer to
dredging), mean sea level rise, or land sinking. Aft&iinther et al. (1998).
subtraction of the annual mean, intraannual distribu- In the hindcast the fourth-generation wave model
tions of the water level variations are formed, as in tiéAM (Komen et al. 1994) was used. It was run twice
case of geostrophic winds discussed above, aiod the whole simulation interval 1955-94. First a
intraannual quantiles are determined. “coarse-resolution” northern North Atlantic version
By now, the observational record at a series of ti¢e.5° latx long resolution, 9.5°-80°N, 78°W-48°E)
gauges around the North Sea coast has been examiveslintegrated using the operational wind analysis by
(Langenberg et al. 1997). At Cuxhaven (von Storthe Fleet Numerical Operational Center (FNOC). The
and Reichardt 1997), as well as at other locations, purpose of this simulation is to generate adequate
creases of the storm-related intraannual quantiles in timee-dependent lateral boundary conditions for the
past decades were found, but the water levels vary sfithe-resolution wind” run. (The results of the coarse
in a range comparable to historical levels. As egimulation are of only limited use for the assessments
amples, we present the time series for Den Helder (tfechanges of the tall wave statistics in European
Netherlands) and Esbjerg (Denmark) in Fig. 7. Tlomastal waters. The wind analyses exhibit some inho-
Den Helder record is inhomogeneous because of thegeneities, in particular in 1972 when the operation
building of the the ljsselmeer dam in the 1930s in tlsgstem was changed from manual analysis to numeri-

&

35 s L L L L
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990
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cal analysis. Also, the spatial resolution Esbjerg 50,80,90,97% percentiles
in the near-coastal areas of northern DFJ 1889-1996; 5 year running means
Europe is insufficient. Therefore, the re- 2% ‘ ‘ ‘ ' ]
sults of this coarse run are not further
considered.)

The hindcast itself is done on a “high-
resolution” grid, covering the northeast
Atlantic (0.5° latx 0.75° long, 38°—77°N,
30°W-45°E) for 1955-94, using the op-
erational air pressure analysis of thg
DNMI. From the air pressure field, sur-
face winds were derived and used as forc-
ing in the wave hindcast.

The DNMI analyses were prepared
four times a day from 1955 until present.
The pressure fields for the years 1955—
81 were obtained by a numerical reanaly- l ‘ ‘
sis on a 75-km grid using available 1875 1800 1925 1950
pressure observations from ships and o ,
land stations. For the years 1955-79 the Den H;'figi?g’i?jgju?nfn:::int'les'
first-guess fields in the analysis were : : — : ‘
pressure fields digitized from manually 150 ffffffffffffffffffffffffffffffffffffff J;
analyzed weather maps on a 150-km 5 é
grid, and for 1980-81 the first-guess
fields came from operational analyses in
a numerical weather prediction model 100 |+
system. From 1982 the pressure data |
were taken from operational analyses
without any reanalysis. From January
1982 to May 1987 the pressure data were so |-
obtained from the global model at
ECMWEF, and those for June 1987-1995
from DNMI’s regional weather predic-
tion model. ol

The degree of contamination of the
DNMI analyses by creeping inhomoge- g5 1875 1900 1925 1950 1975 2000

neities is examined with the help of maps e 7T o of the int | oS of st ated water lovel
Of the ratio Of Storm-related Standard de_ IG. /. IIme series O € Intraannual quanules or storm-relatea water ieve

.. . variations (defined as deviation from the annual mean) at the gauges in Den Helder
viations of air pressure calculated fo

- - 3 bnd Esbjerg (see triangles in Fig. 2). Units: cm.
consecutive 10-yr intervals. It is found

that this standard deviation has under-
gone a steady increase in data-sparse areas far offlt9#4—93 than in the previous decades (348 as opposed
coasts, while remaining almost constant in an ares339, 336, and 330). We do not know to what extent
surrounding the British Isles and covering the Norwehanges in the analysis scheme are responsible for the
gian Sea, the North Sea, and the Bay of Biscay (cf. Fifpanging storm numbers in that area; therefore the re-
1). Based on this observation, we conclude that thelt of this storm count should be taken as an upper
DNMI analyses suffer from an artificial worsening obound of an increase of storm frequency and intensity.
the storm climate in data-sparse areas. To further examine the degree of inhomogeneities,
In the area marked in Fig. 1, between 70° and 50%0¢ calculated time series of annual percentiles of geo-
and east of 20°W, the bias seems to be less severe skophic wind speeds derived from triangles, formed
this area slightly more storms were found in the decdalgin situ pressure gauges, and in the DNMI analy-

150

100 +

1975 2000
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ses. Figure 8 displays the result for the 90% quantikemount for about (2.5 m™§ (38 yr?), that is,

for neighboring triangles. In case of the triangke 0.06 m styr™,

“Thorshavn—OWS M-Bergen,” no systematic differ- We conclude that the DNMI data to some extent

ences between the two time series emerge, but in describe an artificial worsening of the storm climate,

case of the southern triangle “Bergen—Thorshavnet only in data-sparse areas but also over the North

Aberdeen,” the analysis exhibits a trend toward stroBea; in particular, the analyses changed in 1982 and

ger winds that is absent in the in situ data. (Tlileis seems to have introduced an inhomogeneity. This

intercomparison between geostrophic winds derivedificial worsening of the wind climate will, of course,

from in situ observations with those calculated froive immediately transferred to the wave hindcast, so

the DNMI winds has only limited power in detectinghat all trends toward taller waves in the hindcast

inhomogeneities, as most of the surface pressure datauld be considered as upper bounds of any real up-

available for geostrophic triangle wind calculationsard trends.

have entered the DNMI pressure analysis. In the

present case, it may be that Aberdeen was not ubedAnalysis of wave hindcast 1955-95: Selected

for the DNMI analyses, while the other sites, locations

Thorshavn, Bergen, and Ocean Weather Station M, In Figs. 9 and 10 time series of annual maxima,

were used.) Note that the trend in both triangleseans, and 99% and 90% December—-January—
February (DJF) quantities of local wind speeds and sig-

[ TORSHAVN-BERGEN-MIKE . 1 nificant wave heights are shown for three selected

| | locations: between Scotland and Norway (oil field

Brent; 61°N, 1°E; for the locations, see Fig. 2), in the

1 central North Sea (oil field Ekofisk; 56°N, 3°E, and

in the Norwegian Sea (Ocean Weather Station M). In

all three locations, there are upward (December—

February, DJF) trends in the local winds and in the sig-

analyses

------- in situ data.

@ e oo moosoonmoosoow o w o o ificant wave heights (in centimeters per second per
20 year and centimeters per year).

1.0
00\ I NA N /\/\ AN

’ P VGs\Jé«J \/72' 75\/78 Y N 8
-1.0
20 Statistic OWS M Brent Ekofisk

WIND SPEED

0 . Maximum 2.8 3.7 25
» TORSHAVN-ABERDEEN-BERGEN }
28 analyses 99% 53 3.4 4.6
Ll RSO in situ data, 7
ol 90% 2.4 3.0 4.0
24 4
sl J Mean 0.8 3.1 2.9
22F 4
21 b e WAVE HEIGHT

1957 60 63 66 69 P 5 78 81 84 87 90 1993
1o Maxi 7.7 4. 1.

A o T AN 275 A om s s W /\/ aximum 3 9
o V VT T %
19 99% 4.3 29 1.9
<20
30 90% 0.9 0.6 1.1

Fic. 8. Time series of annual 90% percentiles of geostrophic \jean 1.1 1.0 0.6

wind speeds derived from in situ data (top: Thorshavn—Ocean
Weather Station M—Bergen; bottom: Thorshavn—Aberdeen—
Bergen) and from the operational DNMI analyses. In the lower
panels, the difference between the two curves in the upper panelsA characteristic of these numbers is that the dis-

in given. Units: m 2. tributions have become wider in the past four decades.
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The general increase in strong wind speedstvgeen the wave charts (section 2c) and the WAM re-
consistent with the increase in wind speed found foonstruction is remarkable. The wave charts indicate
the triangles Thorshavn—Bergen—-OWS M anah annual increase of 2.7 cmyfor the 99% percen-
Thorshavn—-Bergen—Aberdeen (see Fig. 8), but theiiles, whereas the hindcast simulates for the same time
crease in geostrophic wind speed percentiles is mueterval an increase of only 1 cntywhich becomes
larger. This is due to the difference between wiraddecrease if the trend is calculated over the full 40 yr.
speed and geostrophic wind speed. These peculiar observations pointteeping inhomo-

The largest increases are found for the maximag#neities in the ship routing maps and in the frequency
both the wind speeds and the wave heights. At Ocedmextreme wind situations in the wind analysssd in
Weather Station M the changes, derived from the dhe wave hindcast. Only the trend inthaximum is not
going in situ wind—wave observations, the hindcashanging its sign when extending the 1961-87 time
compares well (Gunther et al. 1998). For the meaaries by about 10 yr to the 1955-94 time series.
wave height increases are 0.1-0.2 m during the 40 yr At the present time, we cannot determine to what
of hindcast, relative to mean heights on the order eftent the increases in wave height are due to improved
2-3 m; the signal is stronger for the maxima, for whictir pressure analysis techniques and how much is due to
accumulated increases of 1.30-3.30 m are simulageceal worsening of the wave climate. However, the
(on the background of 10-14-m averages). lesson to be learned from Fig. 8 is that there is indeed

Also, the temporal evolution of wave
heights in the area west off Ireland con-
sidered by Bouws et al. (1996) was ana-
lyzed. The simulated increases, if any,
are much smaller than those derived from
the ship routing wave charts. £ .

The trends are very sensitive to thé& 20}~
time interval considered. The followings
table lists trends for the time interval
1961-87 (on the same time interval the

OWS MIKE

70 Y S e

ship routing map analysis discussed in
section 2c was done) and for the full
hindcast time interval 1955-94.

40

Lo
1955

R
1960

[
1965

[
1970

Ly
1975
BRENT
—

[
1980

I
1985

N
1990

0
1995

40

Max 99% 90% £
2 20
8
1961-87 2
Time mean (m) 17.4 13.0 84
Lo b b b by s v b s s b a0 10
ch ; 1955 1960 1965 1670 1975 1980  JoB5 1980 1995
ange (cm yt) 5.5 1.0 05 EKOFISK
40T T T LI BN T T 140
(%o yr?) 0.3 01 01
1955-94 g
Z 20
Time mean (m) 173 129 83 38
(]
>
Change (cm y#) 2.2 -15 04
PRSI B RIS U S E R RO S SN SRR 1 )
(% yr?) 0.1 -0.1 0.0 I1955 1960 1965 l1970 I1975 I1980 l1985 I1990 1995

O max

+  99%

o]

0% x

mean

The difference between the changes Fic. 9. Annual maxima, means, and 99% and 90% percentiles of wind speed
of the annual maxima (max) and of th@ercentiles (for OWS Mike, Brent, and Ekofisk, see Fig. 2) as derived from DNMI
annual percentiles (99% and 90%) benalyses. Trends are given as dashed lines. Units: m s
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an upward trend in the past 40 yr at the locationsuded by von Storch and Reichardt (1997) in that re-
OWS M, Brent, and Ekofisk. Another characteristic afundancy analysis is used rather than canonical cor-
the time series is the presence of irregular temporal variation analysis. Since this model is nonstandard and
tions on all timescales, from year to year to interdecad#s not yet been described in the open literature, sec-
tion 5a is somewhat more detailed than the other parts
c. Analysis of wave hindcast 1955-94: Overall  of this paper. The model is applied to two locations,
statistics the oil fields Brent (between Scotland and Norway)
A convenient summary of systematic changes amd Ekofisk (central North Sea). The results for the
the frequency of tall waves is a map of the trend iwo positions are discussed in some detail in section
the 90% quantiles, as shown in Fig. 11. In both thé. Scenarios for plausible future statistics are derived
North Sea and the Norwegian Sea, the treirdsection 6b.
is upward with an increase of about 1 cm'yor,
equivalently, 40 cm over the considered time interval The statistical model for extending the data in
1955-94). A local maximum of the trend is obtained time
northwest off Scotland, with mean annual increases A regression model is built that relates two sets of
of about 2 cm yt. Otherwise, the trend is mostigga- random vector§, andQ,. In the present cases, the vec-
tive, with decreases of about 1 crm'ym the area west tor time series, represents the winter (DJF) monthly
of Ireland, in the open Atlantic Ocean,
and, with somewhat slower decreases, in OWS MIKE
the Bay of Biscay. On the boundary of 2°f" 7777 T Tt
the considered area, in particular on the 5
southern and northern boundaries, larger AN ’ N RS Sy FanVN
trends appear, which may partly reflect 1of e~/ SF N
boundary effects or inhomogeneity prob2 AN
lems with the wind fields in these data- 5}, .
sparse areas.

L e I L

—]20

Ol v v v b v v by v vy b b v b b s e by a4 10
1955 1960 1965 1970 1975 1980 1985 1980 1995
BRENT

T

5. Reconstruction of past oprTTTTTITTTITT
wave statistics at selected
locations

15

ht {m]

10
Von Storch and Reichardt (1997) de§
veloped a statistical technique that al-
lows the backward reconstruction of
intramonthly percentile time series of 85 Tge6 " To8s Toro 17519807985 1960 1095
some local variable and the construction EKOFISK
of scenarios for these intramonthly per- {77~ T T T T ITTT T
centiles consistent with a given global
climate change scenario. The basic idea 10
is to first build a statistical model thaf—é
links the intramonthly percentiles to2
planetary-scale monthly mean air pres-
sure (or other) fields, and then to use this
link to derive estimates of intramonthly  °~5szs 55" Fés5 670 1675 7980 1685 7950 1095
percentiles from historical monthly
mean air pressure maps or from air pres- g max 4 % o 9%  x mean

sure fields char_lges simulated in climate Fic. 10. Annual maxima, means, and 99% and 90 % percentiles of significant
change scenarios. wave height percentiles (for OWS Mike, Brent, and Ekofisk, see Fig. 2) as de-

The base model is explained in segived from the wave hindcast. Trends are given as dashed lines. Units: m. (From
tion 5a; it deviates from the techniquéstnther et al. 1998.)

-
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mean air pressure (sea level pressure,
SLP) distributions. The other vector time
serieq, is formed by the 50%, 80%, andx
90% intramonthly quantiles of signifi-
cant wave height at a given Iocatlon )
(Brent or Ekofisk):

(D506 U

Q= %BO%B. (1)
[Oooos

Both vectors are assumed to be centered; -
that is, their time means are subtracted
prior to the analysis. Also, compressiony,| _ .
of the data with the help of EOFs is done -2 10 0 1 E 2
prior to the analysis in order to avoid ar- . 11. Map of the 1955-94 trends in the intraannual 90% quantiles of sig-
tificially enhanced correlations. Foumificant wave height, as derived from the 40-yr hindcast executed with the WAM
EOFs are used for SLP and two for the&ave model. Units: cm y& (From Giinther et al. 1998.)
intramonthly percentiles.
A redundancy analysis (RDA) (Tyler

1982; von Storch and Zwiers 1998) is performed with ag, = S'psk, (5)
the two vector time series. The result of an RDA are ’
pairs of vectorspt*,p) and time coefficients_ (t) _

sk = T A0k 6)
anda_,(t) so that g =Q'p™", (

wherep 5« are the adjoints to the pattepfs. In (6)
S = Z as;k(t)ps?k ’ ) the patterng® appear, since these are constructed to
be orthonormal and thus self-adjoint. The pattpfls
. on the other hand, are not orthonormal and therefore
Q= Z o g ()P, (3) not self-adjoint.
=1 The coefficients are normalized to one,
The patternpskandp® are determined such that the
regressed expansion VAR(a,) = VAR(a ) = 1

so that the three componentp®fmay be interpreted
= Zpkors;k(t)pq?k 4) as anomalies that occur typically together with the
“field distribution” psk.

The downscaling model that relates the large-scale
describes an optimum of variance@ffor a given air pressure information to the intramonthly wave height
number K. In order to have uniquely determined sdnformation is a regression mocteqlk pa, for the
lutions, the expansion patterp® of thepredictand RDA coefficientsa,, anda, " A reconstruction in the
are required to be orthonormal, whereas the pattethsee- _dimensional space is then obtained using (3):

psk are required to be linearly independent. The first ]

pair of patterns are chosen such that a maximugh of

variance is explained, the second pair such that a maxi- [qm% K

mum of additional variance is represented [because of Q SO%D Z Pl s ) (7)

the orthonormality of th@d* patterns, the variance
contributions in (4) may simply be added].

The coefficients are obtained by the IorOJeCtlonSThe regression model (7) may be applied to anomalies
of observed or simulated air pressure fi€da_, ps*.

90%
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The success of the reconstruction of intramonthly
wave height percentiles is quantified by two measures

of skill, namely, the correlation skill scopgand the
percentage of represented variaagéor k = 50%,

TasLe 1. Characteristic anomalies of intramonthly percentiles
significant wave height at the oil field Brent (61°N, 1.5°E)
north of Scotland in winter (DJF) as obtained in a redundancy
analysis. The row is thekth redundancy vectq@®. This vec-

80%, and 90% (Livezey 1995): tor represents, of the variance o within the fitting interval
January 1955-February 1995. Its coefficiegktshares a corre-

lation of p, with the coefficient of the air pr'essure pattefh

Cov(d G ) within the fitting interval.
it Yt
Px == ~ : !
\/VAR(qK;t )VAR(qK;t) Wave height
®) K= 50%  80%  90% £, P,
£, :1_w k (cm) (%)
VAR| Q.
! 1 -86 -114  -122 94 0.84

whereq,_ . is the estimateg percentile in the month

K 33 3 -26 5 0.08

b. Results for Brent and Ekofisk

In this section the paired pattenpf& andps* are
shown and discussed for the wave height percentitegles, the similarity between hindcast and statistically
for the oil fields Brent and Ekofisk. The results foderived heights is good (cf. Table 2), and the statisti-
Brent are shown in some detail, whereas those i model confirms the hindcasted increase. However,
Ekofisk are only summarized. this increase appears “normal” when compared to the

Figure 12 and Table 1 display the first two RDA&hanges that may have taken place earlier in this cen-
patterns of the monthly mean air pressure fields any. Indeed, waves as tall as those nowadays seem to
wave height quantiles for Brent. The first air pressub@ve occurred in the first two decades, when the NAO
pattern is related to the NAO (van Loon and Rogers 19W&s strongest; in the 1920s the NAO weakened sig-
Hurrell 1995). An intensified NAO in the monthlynificantly (van Loon and Rogers 1978), and our sta-
mean is associated with enhanced wave heights. Inteftical model indicates that concurrently the height of
fect, this pattern describes a shift of the intramonthilye waves dropped by several tenths of a centimeter
distribution toward taller waves. The second pattern dqeer year.
scribes a mean southerly flow across the northern North
Sea; the 50% quantile of the wave height distribution
is enhanced, whereas the 90% is reduced by 26 cm]L
so that the overall distribution becomes narrower. o , : . .

. .. uantile time series, and proportion of described variance of wave

For Ekofisk similar patterns are found (not S‘hOWﬂg'eight accounted for by the RDA model (7) at Brent and Ekofisk.
the wave height anomalies are smaller than at Brent,
and the second pair is slightly more relevant at Ekofisk
for representing wave height variance.

In the second step, the observed monthly mean air
pressure anomaly fields from 1899 until 1994 were
fed into the regression model (7) and time series d#rent
the quantiles of wave height distribution at Brent are
estimated. The last 40 yr may be compared with thé
hindcast data, whereas the first fivg_decade_s re_preseﬁggscribed variance (%)
our best guess and cannot be verified at this time.

For the 90% quantiles of wave height distribution,Exorisk
the reconstructed time series 1899-1994 and the hind
casted time series 1955-94 are displayed in Fig. 1§orrelation (%)

(The results for the other pergentiles are similar anBescribe d variance (%)
not shown for the sake of brevity.) In the past four de-

aBLE 2. Correlation between hindcasted and reconstructed

Wave height

Quantile 50% 80% 90%

orrelation (%) 84 82 78

70 67 61

73 69 63

52 47 40
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Note that the trends in Fig. 11 cannot
directly be compared with those in Fig.
13. Figure 11 is based on time series of
annual quantiles, whereas Fig. 13 is de-
rived from intramonthly quantiles in S8
winter months (DJF).

6. Scenarios for the expected
time of doubled carbon
dioxide concentrations

In order to determine a consistent
scenario of expected future wave height
statistics in the northeast Atlantic, use is
made of a a paired “2 CO,"/“control”
time-slice experiment with a T106 atmo-
spheric GCM (Bengtsson et al. 1995;
Bengtsson et al. 1996; Cubasch et al.
1996). In the control time-slice experi-
ment, the atmospheric GCM simulates
the equilibrium response to present-day
sea surface temperature and sea ice dis-
tribution and present carbon dioxide con-
centrations. For the:2CO, experiment,

SST and sea ice distributions from a Fie. 12. First two monthly mean air pressure anomaly distributions identified
simulation with a coupled low-resolu-in a redundancy analysis as being most strongly linked to simultaneous variations
tion atmosphere—ocean GCM witHpf intramonthly quantiles of significant wave height at Brent (61°N, 1.5°E). The

gradually increasing carbon dioxide Conqnomalies of the quantiles at that position are listed in Table 1.

centrations are determined from the time
of doubled carbon dioxide concentrations at about t ——
year 2050 (Cubasch et al. 1992). These SST and sea 90%
ice distributions are then used as specified, time-coRd — mrdest
stant lower boundary conditions for the T106 atmo: |
spheric GCM. Additionally, the carbon dioxide
concentrations are doubled. T
The time-slice experiments control ankZQ, |
were integrated for 6 yr. Clearly, an integration of only
6 yr is rather short (enforced by the enormous corii |
putational costs of such simulations), and the discri-| "
mination between interdecadal variability and the
response to the changed boundary conditions and 7g:
diative forcing will be difficult. In fact, in turns out that _,
the derived scenarios for storminess, wave climate, an
storm surge statistics can hardly be distinguished fromric. 13. Reconstructed (dashed line) and hindcasted (continu-
the natural variability (see below). ous line; 1955-94) anomalies of 90% quantiles of significant wave
The output of the time-slice experiments is usd@ights at Brent (61°N, 1.5°E). Units: m.
for deriving scenarios of changing storminess, wave
climate, and storm surge statistics. This is done witBeersma et al. 1997) and fed into the WAM wave
two different approaches. First, the simulated weathapdel (Rider et al. 1996) and into a storm surge model
streams, in terms of near-surface wind, are conside(Ethther and Smith 1998; Langenberg et al. 1997). The

. . ) 1 L L \ . n
5 1905 1915 1925 1935 1945 1955 1965 1975 1985 1995
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results of this exercise are pre-Difference (2xC02 minus Control)
sented in section 6a. The othef % W) N =
approach makes use of the RDA 4 =7 o * S
model presented in section 5 1 - 4 -
The time mean difference of

SLP in the two time-slice ex-| &
periments is fed into (7) (see
section 6b).

a. Dynamically derived
scenarios
The T106 atmospheric GCM
operates with a horizontal reso-

lution of approximately 75 km, __ | ao-om
which is thought to be sufficient .| . e
for modeling a realistic weather = e
stream, that is, storms and high e

pressure systems that are consis-_10% exceedence values of 10 m wind speeds (ms) |

tent with Obser_ved weather in Fic. 14. Change in the intraannual 90% quantiles of wind speed as derived from a paired
terms of duration, frequency,atmospheric circulation model run with present and doubled carbon dioxide conditions.
strength, and track. Thereforepnits: m s. (From Beersma et al. 1997.)

this specific climate change ex-
periment was used in the WASA
project in spite of the short simulation time. in the North Sea by up to 0.5 m, whereas in most of the

Beersma et al. (1997) examined the output of thiorth Atlantic, the wave heights are decreasing (Fig. 15).
T106 simulations and found the simulated weather Flather et al. (1998) and Flather and Smith (1998)
stream to be consistent with observations durimgn a storm surge model with the wind and air pres-
a positive phase of the North
Atlantic oscillation, that is, a
phase with westerlies stronger
than on average.

The intercomparison of the
two simulations, control and
2CQ,, yielded only few changes
between the present and prospec
tive future storm climate (Fig. 14).
In the Bay of Biscay the 90%
guantiles of wind speed are
simulated to be increased by up to
1.5 m stand in the central North
Sea up to 0.5 ms Over most
of the Atlantic, however, the wind
speed in the climate model is de-
creased by asmuchas1ms

Both weather streams, from
the control run as well as the 2
CO, run, were used as forcing | 10% exceedence values of tolal sig. wave heights (m) |

ﬂe.lds for the wave mOdGIOWAM Fic. 15. Change in the intraannual 90% quantiles of significant wave height simulated
(R'_der etal. 1996)' The 90% W"’!V%y a wave model as a response to weather streams derived from a paired atmospheric circu-
height quantiles are found to iN4ation model run with present and doubled carbon dioxide conditions. Units: m. (From Rider
crease in the Bay of Biscay anat al. 1996.)
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sure data from the DNMI analysis 1955-94 (referenaanual quantiles whereas the statistical model returns
run) and from the two time-slice experiments. It wastramonthly percentiles.
found that the reference run quite successfully repro- An advantage of the statistical method is that it
duced the storm surge statistics derived from variodges not require the availability of a realistic weather
tide gauges along the North Sea coast as well asshream as only mean fields are processed. Therefore
along Irish and British coasts. The control time-sliaglobal climate change scenarios generated with coarse
experiment significantly underestimated the height adsolution, such as T42 (horizontal resolution approxi-
the severe storm surges. The difference, in termsnaditely 300 km), can also be used as input. A time-slice
5-yr return values, between the 2 G@d the control experiment, formally identical to the one considered
run surges was everywhere positive, with maximugo far but integrated over 30 yr with a T42 resolution,
values of 65 cm in the German Bight and 30 cm aloiggavailable and has been used for the derivation of an-
the Dutch coast (see Fig. 16). When compared wither, equally plausible scenario. This results in de-
the variability of 5-yr return values calculated fronsreases of the significant wave height percentiles at
different 5-yr chunks of the reference (DNMI windBrent of the order of 50-70 cm; at Ekofisk the reduc-
run, these changes appeared within the range of naitbn is about 10 cm for all three percentiles.
ral variability. However, without further data, Fig. 16 The T106 mean air pressure field was also used to
may be considered as a best estimate at this time estimate changes of storm-related surge percentiles at
Langenberg et al. (1997) also integrated a stoamumber of southern and eastern North Sea coast tide
surge model with the T106 weather streams and fougaliges (Langenberg et al. 1997).
a moderate increase of severe storm surges in the North
Sea consistent with Flather’'s results. According to

their analysis the increase is mainly due to an increase " S0 Chagg; (cm) 000t
of the mean water level and not caused by storm-re- /2" ° ° 0
lated short-term variations around the mean. Den Helder 6 7 8

Esbjerg 8 11 13

b. Empirically derived scenarios

An alternative scenario for possible future modi-
fications of the surge climates is the use of the regres-These numbers compare well to the estimate given
sion model (7). To do this, the mean difference of dy von Storch and Reichardt (1997) for Cuxhaven. If
pressure 2 C@-control from the paired T106 time-the T42 time-slice experiment is used instead of the
slice experiments is calculated (Fig. 17) and fed inTd 06, then the changes of storm-related percentiles are
the regression model for anomalies of intramonthsyill positive but considerably smaller.
guantiles of wave heights at Brent in the northern
North Sea and at Ekofisk in the central North Sea. This
exercise yields the following results. 7. Conclusions

a. Analysis of past hundred years

Change (cm) Our joint efforts for determining whether the storm

Quantile 50% 80% 90% . . .

and/or wave climate in the North Atlantic Ocean and
Brent 13 18 20 adjacent seas have roughened resulted in two findings.
Ekofisk 14 19 22

» The storm and surge climate along the European
coasts has not roughened in the past hundred
The statistical models predicts a small, almost uni- years.This result is consistent with other analyses

form, shift of 10-20 cm of the wave height distribu- based on local data. For instance, Jonsson (1981)

tion toward taller waves. Thus, the projected changes studied the number of “storm days” on Iceland, as

of the wave height distribution at the two locations are defined by local observations, and found no sys-

small and qualitatively consistent with the results ob- tematic changes (cf. von Storch et al. 1994).

tained in the dynamically derived estimates. Note, The Koninklijk Nederlands Meteorologisch

however, that the numbers cannot be compared one tdnstituut published an assessment on the state of
one, as the dynamically determined numbers refer to climate and its change for the territory of the Neth-
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executed a four-decade-long hindcast. This
hindcast suffers again from inhomogeneities inher-
ited from the wind—air pressure analyses. It is
hoped, however, that the derived empirical model
is less affected by these problems.

The empirical model confirms the finding of a
roughening wave climate in the past four decades
andrelates it in part to a change of the strength
of the North Atlantic oscillatio(cf. Hurrell 1995).

However, the increase of the last decades does
not appear alarming when compared to the recon-
struction of the wave field earlier this century.

In summary, it is claimed that neither the storm
climate nor the wave climate has undergone significant
systematic changes in this century. Instead, the situa-
tion is masked by the presence of natural variability on
all timescales, ranging from year to year to interdecadal.

Fic. 16. Difference of 5-yr return values of water level heightd,his low-frequency variability violates the basic assump-
derived from simulations of a storm surge model, forced wition of stationarity in conventional extreme value analy-
winds and air pressure from the 2 (zd the control T106 time- ses and coastal engineers should be aware of this violation
slic_e e_x_perim_ents. The difference is within the bounds of natu% a potential pitfall in conventional data analysis.
variability. Units: cm. . . . .

The recent increase in wave heights, the reality of
which is still questionable, might well be another swing
erlands (KNMI 1993). According to that report thén the never-ending sequence of ups and downs of
maximum wind speeds observed during sevematural variability. Further close monitoring of the de-
storms have not increased between 1910 and todastopment is required to eventually evaluate whether
* For the wave statistics, hardly any reliable estiie other possible explanation—systematic changes
mates about systematic trends can be derived ff@cause of anthropogenic climate change—might be

in situ data, and all numbers established on thes#equate (cf. von Storch and Hasselmann 1995).

grounds should be considered as upper bounds ofOur study has a number of caveats. The analysis

any real roughening. of geostrophic winds, pressure tendencies, and high-
To overcome this situation, the Waves arfdequency sea level variations covers only the near-

Storms in the North Atlantic (WASA) project hasoastal areas of northern Europe, and no robust
analysis is available for open ocean re-
gions. Also, one may speculate whether
the link between these proxy data and the
wind speeds holds for extreme wind
speeds. Another caveat refers to the wave
hindcast. This has been performed with
wind analysis that over the course of
time resolved more details (i.e., strong
wind events); thus the diagnosed rough-
ening of the wave climate in the past
decades may still be artificial to some
extent.

- 50w 300 — 306 b. Outlook for the next century

Fic. 17. Simulated atmospheric response to doubled carbon dioxide concen-Our scenario fo_r th_e expected t'm_e of
trations, as derived from a T106 time-slice experiment. The variable shown iglgubled carbon dioxide concentrations
pressure at sea level, given in hPa. points to moderate increases of surges

758 Vol. 79, No. 5, May 1998



along the North Sea coast and of wave heights in figopean Union’s Environment program from 1994 to 1997:
Atlantic. EV5V-CT94-0506.
At this time, a word of caution is required. The
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