
A Simple Parameterization for Detrainment in Shallow Cumulus

WIM C. DE ROOY AND A. PIER SIEBESMA*

Royal Netherlands Meteorological Institute (KNMI), De Bilt, Netherlands

(Manuscript received 13 March 2007, in final form 18 May 2007)

ABSTRACT

For a wide range of shallow cumulus convection cases, large-eddy simulation (LES) model results have
been used to investigate lateral mixing as expressed by the fractional entrainment and fractional detrain-
ment rates. It appears that the fractional entrainment rates show much less variation from hour to hour and
case to case than the fractional detrainment rates. Therefore, in the parameterization proposed here, the
fractional entrainment rates are assumed to be described as a fixed function of height, roughly following the
LES results. Based on the LES results a new, more flexible parameterization for the detrainment process
is developed that contains two important dependencies. First, based on cloud ensemble principles it can be
understood that deeper cloud layers call for smaller detrainment rates. All current mass flux schemes ignore
this cloud-height dependence, which evidently leads to large discrepancies with observed mass flux profiles.
The new detrainment formulation deals with this dependence by considering the mass flux profile in a
nondimensionalized way. Second, both relative humidity of the environmental air and the buoyancy excess
of the updraft influence the detrainment rates and, therefore, the mass flux profiles. This influence can be
taken into account by borrowing a parameter from the buoyancy-sorting concept and using it in a bulk
sense. LES results show that with this bulk parameter, the effect of environmental conditions on the
fractional detrainment rate can be accurately described. A simple, practical but flexible parameterization
for the fractional detrainment rate is derived and evaluated in a single-column model (SCM) for three
different shallow cumulus cases, which shows the clear potential of this parameterization. The proposed
parameterization is an attractive and more robust alternative for existing, more complex, buoyancy-sorting-
based mixing schemes, and can be easily incorporated in current mass flux schemes.

1. Introduction

Shallow cumulus convection plays an important role
in the vertical transport of thermodynamic properties
and influences large-scale circulations in both the trop-
ics and the midlatitudes. Therefore, an adequate pa-
rameterization of this process is crucial both in numeri-
cal weather prediction (NWP) and climate models.
With the exception of the so-called adjustment schemes
(e.g., Betts and Miller 1986; Janjic 1994), virtually all
shallow cumulus convection parameterizations use a
mass flux concept. Within the mass flux framework, the

upward mass transport is usually described by a simple
budget equation:

�M

�z
� �� � ��M, �1�

where all notation is conventional; M � �wuau and de-
notes the upward mass flux that consists of the product
of the density �, the cloud updraft velocity wu, and the
associated cloud updraft fraction au. Furthermore, the
fractional entrainment � describes the inflow of envi-
ronmental air into the cloudy updraft, while the frac-
tional detrainment � describes the outflow of cloudy air
into the environment.

Recently, there has been a renewed interest in the
parameterization of especially the fractional entrain-
ment rate (Siebesma and Cuijpers 1995; Siebesma 1998;
Grant and Brown 1999; Neggers et al. 2002; Gregory et
al. 2000). However, strangely enough, little attention
has been paid to the parameterization of the detrain-
ment process although this counterpart of the cloud
mixing process is equally important, or as we will see,
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probably even more important for obtaining realistic
mass flux profiles in cumulus convection.

The simplest and still widely applied description of
lateral mixing in a mass flux concept is the use of fixed
fractional entrainment (�) and detrainment (�) rates.
As we will demonstrate in this study, there are at least
two disadvantages to such an approach. First, the de-
pendency of detrainment rate on the cloud-layer depth
is ignored. Second, the use of fixed entrainment and
detrainment rates causes insensitivity to changes in the
humidity of the environment of the convective up-
drafts, despite several studies that demonstrate the op-
posite (Kain and Fritsch 1990; Derbyshire et al. 2004).
To address the latter deficiency, Raymond and Blyth
(1986) and Kain and Fritsch (1990) introduced a buoy-
ancy-sorting concept in convection schemes. In the ap-
proach of Kain and Fritsch (1990), different mixtures of
in-cloud and environmental air are made. Subse-
quently, all negatively buoyant mixtures are assumed to
detrain instantly, whereas all positively buoyant mix-
tures are entrained. Hence, because of the stronger
evaporative cooling, the mass flux will decrease more
rapidly with height in a drier environment. Although
physically appealing, this concept uses difficult-to-
determine functions and tunable parameters like the
probability density function (PDF), describing the
probability of different mixtures. Besides, the Kain–
Fritsch scheme shows some unwanted characteristics.
In this scheme all the negatively buoyant mixtures are
immediately detrained, which can lead to an excessive
decrease of the mass flux with height. Bretherton et al.
(2004) dealt with this problem by introducing a critical
eddy-mixing distance. Another problem of the Kain–
Fritsch scheme is the fact that in drier environmental
conditions � will decrease, resulting in less dilution of
the core and consequently higher cloud tops (Jonker
2005; Kain 2004). This contrasts with cloud-resolving-
model (CRM) results (Derbyshire et al. 2004). Kain
(2004) handles this problem by imposing a minimum
entrainment rate that is 50% of the maximum possible
entrainment rate in the Kain–Fritsch scheme.

Instead, in view of the complexity (Zhao and Austin
2005a,b) and our limited understanding of the lateral
mixing process, we propose a simpler, yet flexible pa-
rameterization of this mechanism. This parameteriza-
tion shows the right sensitivity to cloud height and en-
vironmental conditions for a wide range of shallow cu-
mulus convection cases.

We start with a description of the strategy, the mod-
els and the cases in section 2. Section 3 states the central
problem to be investigated. In section 4 we analyze the
lateral mixing process with LES, which leads to the new
detrainment parameterization as introduced in section

5a. Results from including the new approach in a single-
column model (SCM) are presented in section 5b. Fi-
nally, in section 6 the conclusions and discussions are
given.

2. Strategy, models, and cases

a. Strategy and models

To develop a robust parameterization for the de-
trainment process, we adopt here the strategy that has
been succesfully employed within Global Energy and
Water Cycle Experiment (GEWEX) Cloud Systems
Studies (GCSS; Randall et al. 2003; Jakob 2003). In
short, this strategy utilizes large eddy simulation (LES)
results along with observations of past field experi-
ments to generate a detailed database that can be used
to develop and evaluate parameterizations of cloud-
related processes in SCM versions of NWP and climate
models. Past GCSS studies have shown that this strat-
egy has worked extremely well, especially for the cu-
mulus-topped boundary layer (Stevens et al. 2001;
Brown et al. 2002; Siebesma et al. 2003). We therefore
will use the results of the Dutch Atmospheric LES
model (DALES; Cuijpers and Holtslag 1998; Siebesma
and Cuijpers 1995) as pseudo-observations for a num-
ber of shallow cumulus cases that have been analyzed in
detail by the GCSS Working Group of Boundary layer
Clouds (GWGBCL).

The SCM that we use for the present study is derived
from a recent Hirlam NWP model version (Unden et al.
2002). Since the radiation, dynamical tendencies, and
the surface fluxes or sea surface temperatures (SST) are
prescribed for all cases, only the turbulence, convec-
tion, and the cloud scheme are relevant for this study.
Furthermore, the SCM uses a dry turbulent kinetic en-
ergy (TKE) scheme (Cuxart et al. 2000) with a mixing
length scale according to Lenderink and Holtslag
(2004). For convection, the mass flux scheme of Tiedtke
(1989) is incorporated. This convection scheme is up-
dated with a new trigger function (Jakob and Siebesma
2003) and a mass flux closure following Neggers et al.
(2004). As a starting point, we also adopt the detrain-
ment and entrainment rates according to Siebesma and
Cuijpers (1995) and Siebesma et al. (2003), respectively
(i.e., � � 2.75 � 10�3 m�1 and � � cez�1 m�1 with ce �
1.0). Finally, a statistical cloud scheme code is used,
based on the ideas of Cuijpers and Bechtold (1995).
The cloud scheme is coupled to the convection scheme
following Lenderink and Siebesma (2000), that is, the
convective activity partly determines the variance of
the specific humidity. Vice versa, the convection
scheme is coupled to the cloud scheme via the mass flux
closure of Neggers et al. (2004):
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Mb � 0.3au�zb�w*, �2�

where Mb and au(zb) are, respectively, the mass flux
and the cloud updraft fraction at cloud base height zb,
and w* is the free convective vertical velocity scale of
the subcloud layer. Note that this mass flux closure is
closely related to a simpler closure proposed by Grant
(2001) in which the cloud base mass flux is directly
proportional to w* (i.e., Mb � 0.03w*). The precipita-
tion in the SCM is turned off since we compare the
SCM results exclusively with nonprecipitative LES
model results. This way a more precise and well-
focused intercomparison between the LES results and
the parameterized lateral mixing is facilitated. Further-
more, for all cases the timing of the convective activity
and the mass flux at cloud base are in reasonably good
agreement with the LES results. Therefore, discrepan-
cies in the cloud layer between SCM and LES results
can be mainly ascribed to differences in the lateral mix-
ing mechanisms (i.e., the choices for � and �). The SCM
configuration has 60 vertical levels with an effective
resolution of around 100 m in the cloud layer, and a
time step of 60 s is used.

Finally, we would like to remark here that, although
we demonstrate results for one specific SCM, the re-
sults are applicable for any bulk mass flux scheme in
general.

b. Cases

To develop and evaluate a detrainment parameter-
ization we will make use of a suite of three shallow
cumulus cases that have been successfully subjected to
GCSS intercomparison studies. In the remainder of this
section we will give a short description of each of these
three cases.

1) BOMEX

For a relatively simple shallow cumulus case, we use
results of the undisturbed period of phase 3 during the
Barbados Oceanographic and Meteorological Experi-
ment (BOMEX; Holland and Rasmusson 1973). For a
detailed description of the forcings we refer to Sie-
besma and Cuijpers (1995, hereinafter SC95). During
this case shallow cumuli with cloud base and top at
approximately 500 and 1500 m, respectively, were ob-
served under steady-state conditions. Therefore, tem-
perature and total water specific humidity qt profiles
remain stationary.

2) ARM

The Atmospheric Radiation Measurement Program
(ARM) case describes the development of shallow cu-

mulus convection over land. This case is based on an
idealization of observations made at the Southern
Great Plains ARM site on 21 June 1997 (Brown et al.
2002). From approximately 1000 LT (1500 UTC), cu-
mulus clouds start to develop at the top of an initially
clear convective boundary layer. From then on the
cloud layer grows to a maximum depth of 1500 m at
1630 LT, after which it starts to decrease. Finally, at the
end of the day at 1930 LT, all clouds collapse and the
cloud-layer depth shrinks back to zero.

3) RICO

The Rain in Cumulus over the Ocean (RICO) com-
posite case is based on a three week period from 16
December to 8 January 2005 with typical trade wind
cumuli and a fair amount (0.3 mm day�1) of precipita-
tion. However, as mentioned before, in our SCM and in
the LES, precipitation is turned off. The measurement
campaign took place in the vicinity of the Caribbean
islands Antigua and Barbuda. The 24-h composite run
is initialized with the mean state and is driven by the
mean large-scale forcings of the 3-week period. (More
information about this case and the experimental setup
of the composite run can be found online at www.knmi.
nl/samenw/rico.)

3. Problem formulation

Siebesma and Holtslag (1996) already demonstrated
that a well-chosen constant detrainment and entrain-
ment rate can adequately reproduce the observed
steady-state profiles such as observed during BOMEX.
Indeed, the standard parameterization described in the
previous section with fixed mixing rates (i.e., � � cez�1

m�1 with ce � 1.0 and � � 2.75 � 10�3 m�1) produces
almost perfect steady-state 	 and qt profiles close to the
observations (not shown). This result is not surprising
since the choices of the entrainment and the detrain-
ment rates are directly inspired by the diagnosed mix-
ing rates as obtained from LES results based on
BOMEX (Siebesma et al. 2003). The central and more
interesting issue that we want to address in this paper is
to what extent a simple parameterization with fixed
entrainment and detrainment rates can be applied to
more complicated cases such as the ARM diurnal cycle.

In Fig. 1 we show for the ARM case time series of
total water specific humidity qt in the subcloud layer at
300 m and at two heights in the cloud layer (1300 and
2100 m) for both the LES and the SCM results with the
standard parameterization. The simple observation that
can be made from these time series is that, in the latter
half of the cloudy period (from 1000 to 1930 LT), the
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SCM overestimates the humidity in the subcloud layer
and in the lower half of the cloud layer while the hu-
midity in the upper half of the cloud layer is underes-
timated. This suggests that for this case, the parameter-
ized convective transport in the SCM is not active
enough. This is also demonstrated in Fig. 2, in which the
humidity profile is shown for both the LES and SCM
results at 1930 LT (0030 UTC). Similar results (not
shown) are obtained for the potential liquid water tem-
perature 	� . The aforementioned discrepancies be-
tween SCM and the LES results for the ARM case are
also present in the SCM results reported in Soares et al.
(2004), who used � � 2 � 10�3 and � � 3 � 10�3 m�1.
To explain and understand these differences between
the LES data and SCM results, we need to take a closer
look at the lateral exchange rates such as those diag-
nosed in the LES model. This will be the topic of the
next section.

4. Lateral mixing as diagnosed by LES

To diagnose bulk lateral entrainment and detrain-
ment from LES results one can use a simple entraining

plume model (Betts 1975), which reads for moist con-
served variables:

��u

�z
� ����u � ��, �3�

where 
 refers to either the liquid water potential tem-
perature 	� or the total water specific humidity qt. The
cloudy updraft variables 
u (where u stands for up-
draft) and the mass flux can be easily diagnosed
through conditional sampling of the LES output. Sub-
sequently, the fractional entrainment and detrainment
rates can be determined through the use of (3) and (1).
Throughout this study we only use the so-called cloud-
core sampling, in which the cloudy updraft is defined as
all the LES grid points that contain liquid water (ql � 0)
and are positively buoyant (	� � 	�). Here 	� is the
virtual potential temperature and 	� is the slab-
averaged virtual potential temperature. The cloud-core
sampling method is chosen because it describes the tur-
bulent fluxes the best (SC95). It should be understood
that for the remainder of this study “cloud core” will be
referred to as “updraft.” For the analysis of the LES
results in this section we will use the hourly averaged
output of the ARM case, as this case contains a wide
variety of cloud depths and environmental conditions.

Figure 3 displays the LES diagnosed fractional en-
trainment and detrainment rates. It appears that the
variation in � during the simulation is much larger than
for � (note the different x-axis scale). The limited varia-
tion in � might be related to the presence of a protect-
ing shell around the cloudy core (Zhao and Austin

FIG. 1. Time series of total water specific humidity during the
ARM case at three levels (300, 1300, and 2100 m) for LES and for
the standard SCM using the default fixed � and �.

FIG. 2. Total water specific humidity profiles for different simu-
lation hours during the ARM case for the LES model and the
standard SCM using the default fixed � and �.
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2005a,b) with properties in between core and environ-
mental values. Because of this shell the influence of the
environment on the cloudy core is damped, leading to a
relative insensitivity of � for the environment.

A more quantitative way to look at the (in) sensitiv-
ity of � and � is to compare the directly diagnosed mass
fluxes from the LES with (i) the mass flux obtained
using a fixed parameterized fractional entrainment rate
� � cez�1 along with the dynamical LES diagnosed
fractional detrainment rate � (Fig. 4a) and (ii) the mass
flux obtained using a fixed parameterized fractional de-

trainment rate � � 2.75 � 10�3 along with the dynami-
cal LES diagnosed fractional entrainment rate (Fig.
4b). This clearly shows that the fixed parameterized
fractional entrainment profile along with hourly diag-
nosed fractional detrainment rates gives an excellent
estimate of the mass fluxes. Conversely the combina-
tion of a dynamical LES diagnosed entrainment rate
with the fixed fractional detrainment rate results in con-
siderable scatter, with under- and overestimations of
the mass flux. So, it seems more useful to concentrate
on improving the mass flux profile by developing a

FIG. 4. Comparison of the mass flux for the ARM case as directly diagnosed from LES with (a) the mass flux
obtained using a fixed parameterized fractional entrainment rate (� � z�1) along with the dynamical LES-
diagnosed �, or (b) with the mass flux obtained using a fixed parameterized fractional detrainment rate (� � 2.75
� 10�3) along with the dynamical LES-diagnosed �.

FIG. 3. Hourly averaged fractional (a) entrainment and (b) detrainment rates diagnosed from LES results for
the ARM case. Note the different x-axis scales for (a) and (b).
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more dynamical � parameterization. Therefore, we will
use a fixed function for � and develop a dynamical de-
trainment formulation to produce the correct mass flux
profiles. The above-mentioned results are consistent

with Jonker et al. (2006) who showed that, for an LES
study based on the small cumulus microphysics study
(SCMS) experiment (Neggers et al. 2003), the variation
with cloud size of � is an order of magnitude smaller
than for �.

Figure 5 presents the cloud-layer-height dependence
of the LES fractional detrainment rate averaged over
the cloud layer (noted as 
�LES�). Most striking is the
decrease of � with increasing cloud height until 1530
LT. This can be explained as follows (see Fig. 6). Many
studies considering shallow convection (e.g., SC95)
showed that � is larger than �. Consequently, the mass
flux profile decreases with height, reflecting an en-
semble of clouds with more shallow clouds losing their
mass at relatively low heights, and larger clouds trans-
porting mass in the upper part of the cloud layer
(SC95). Constant entrainment and detrainment rates
(e.g., the ones in our SCM) fix the mass loss per meter.
In fact, it is the difference between � and � [see (1)] that
determines how fast the mass flux decreases with
height, and the diagnosed values from SC95 are such
that the mass flux profile decreases monotonically to
zero for a cloud depth of 1000 m (i.e., the cloud depth
observed during BOMEX). However, a bold applica-

FIG. 5. Mean detrainment rates (averaged over the cloud layer)
diagnosed from LES results for the ARM case.

FIG. 6. Cloud ensembles for different cloud-layer depths and the corresponding mass flux profiles using fixed �
and � based on a cloud-layer depth of 1000 m.
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tion of these rates on a shallower cloud layer will result
in a nonzero mass flux at the cloud top, while applying
these rates on a deeper cloud layer will result in a zero
mass flux below cloud top (see Fig. 6), all in disagree-
ment with LES model results. The remedy to this un-
wanted behavior is also clear: the difference between
the entrainment and the detrainment needs to be cho-
sen such that the resulting mass flux is exhausted
around the cloud top, a suggestion already made in
Siebesma (1998). With a fixed �, this calls for smaller
detrainment rates for deeper cloud layers and larger
detrainment rates for shallower clouds, all in qualitative
agreement with the diagnosed detrainment rates dis-
played in Fig. 5.

A second interesting feature that can be observed in
Fig. 5 is that after simulation hour 9 (1530 LT), the
cloud height decreases without an increase in detrain-
ment. A plausible explanation of this phenomenon is
that for these hours, the clouds rise in an environment
that has already been premoistened for several hours
by detrainment from former clouds (see also Raymond
and Blyth 1986). Therefore the entrained air will be
moister, and hence less evaporative cooling will occur,
resulting in lower detrainment rates than in a drier en-
vironment. This effect has been demonstrated recently
in great detail by Derbyshire et al. (2004), where they
studied convective activity in a number of cases in
which only the environmental relative humidity was
varied. A good measure of this effect can be expressed
by the critical fraction of environmental air �c (Kain
and Fritsch 1990), a parameter coming from the buoy-
ancy-sorting concept. So, besides the detrainment rates,
Fig. 5 also shows the analytically determined (see ap-
pendix A) mean critical fractions 
�c � (averaged over
the cloud layer).

Let us first elucidate the meaning of �c with Fig. 7.
Plotted is the virtual potential temperature 	� of a mix-
ture of updraft air with a fraction � of environmental
air. For pure updraft air, � � 0 and obviously 	�(� � 0) �
	�,u. Likewise for � � 1, the mixture consists of purely
environmental air and 	�(� � 1) � 	�,e (where the sub-
script e stands for environment). Because of the evapo-
rative cooling due to the mixing process, the mixing line
is not just a straight line from 	�,u to 	�,e, but instead
typically exhibits a minimum at the point where all the
liquid water is evaporated. The critical fraction �c is
defined as the fraction of environmental air that is
needed to make the mixture neutrally buoyant. The
heart of the Kain–Fritsch scheme is its assumption that
all negatively buoyant mixtures (i.e., mixtures with � �
�c) will be detrained, while all positively buoyant mix-
tures (i.e., � � �c) are entrained into the cloudy updraft.
Consequently, if the environmental air is drier and/or

the buoyancy excess (	�,u � 	�,e) is smaller, �c will be
smaller and hence the fractional detrainment rate will
be larger. Here we see that also an updraft property
itself (viz., 	�,u) is involved in what we will still call the
dependence on environmental conditions.

To recapitulate, the mean fractional detrainment
rates shown in Fig. 5 are influenced by cloud height and
environmental conditions. The two variables that can
take this dependence into account are cloud depth h �
zt � zb, where zt indicates cloud-top height, and the
critical fraction �c. To investigate these dependencies
on the mass flux profiles separately, Fig. 8a shows the
nondimensionalized mass flux m̂ � M/Mb as a function
of the nondimensionalized height ẑ � (z � zb)/h, where
zb is defined as the height with maximum mass flux. By
rescaling the height by the cloud depth, we filtered out
the effect of cloud depth on the detrainment. If cloud
depth were the only parameter that determined �, Fig.
8a would display a data collapse. Instead we still ob-
serve a variation in the shape of the mass flux profile
that is likely due to the different environmental condi-
tions measured by 
�c �. Indeed, as expected we observe
that larger values of 
�c � lead to a relatively slower
decrease of the mass flux profile and vice versa.

This observation is in clear conflict with the standard
parameterization (i.e., � � z�1 and � � 2.75 � 10�3

m�1). This is illustrated in Fig. 8b, in which the hourly
averaged nondimensionalized mass fluxes are calcu-
lated using the ARM LES results for Mb, zb, and zt, but
otherwise are constructed using the fractional entrain-
ment and detrainment rates as given by the standard
parameterization. This parameterization leads to erro-
neous mass flux profiles as can be clearly observed

FIG. 7. The virtual potential temperature of a mixture of updraft
air with environmental air as a function of the fraction � of envi-
ronmental air. The virtual potential temperature of the updraft
and environmental air is 	�u and 	�e, respectively. Here �c is the
fraction of environmental air necessary to make the updraft air
just neutrally buoyant.
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when comparing the parameterized mass flux profiles
in Fig. 8b with the LES-derived mass flux profiles such
as those displayed in Fig. 8a. In fact these discrepancies
explain, consistent with Fig. 6, that for relatively shal-
low clouds the mass flux does not decrease rapidly
enough, whereas it decreases too rapidly for the deep-
est clouds. The latter also finally explains the too-
inactive convection in the SCM during the second half
of the cloudy period of ARM, as discussed for Figs. 1
and 2.

5. A new detrainment parameterization

a. Setup of the new parameterization

In the previous section it has been shown that the
mass flux profile is dependent on cloud-layer depth as
well as on the environmental conditions measured by
the �c parameter. Since the fractional entrainment does
not vary nearly as much as the fractional detrainment
rates from case to case, we keep the fractional entrain-
ment formulation as in the standard parameterization
(i.e., � � cez�1 with ce � 1.0), in reasonable agreement
with LES results (also for other cases such as BOMEX
and RICO). In order to have a more flexible mass flux
formulation, we have to construct a simple parameter-
ization for the fractional detrainment rate �.

The simplest parameterization for � to guarantee a
zero mass flux at the cloud top is (Siebesma 1998)

� � ��z� �
1

zt � z
, �4�

which results in a linear decrease of the mass flux that
can be checked easily by substituting (4) into (1). This
parameterization already takes into account the cloud-
layer-height dependence, but is still insensitive to the
dependencies of the mass flux on the environment such
as displayed in Fig. 8a. To include this effect we start
with another approach. Let us assume for the time be-
ing that � is constant with height (roughly following the
LES results) and rewrite the mass continuity equation
in (1) as

1
M

dM � �ce

1
z

� ��dz, �5�

where we have substituted � � cez�1. This differential
equation can be solved easily, using M(zb) � Mb as a
lower boundary condition leading to

M � Mb� z

zb
�ce

e���z�zb�. �6�

Alternatively, we can nondimensionalize this form
through ẑ and m̂ (defined in section 4) so that

m̂ � �ẑ� h

zb
� � 1�ce

e��hẑ, �7�

or, if we invert it, we find for the fractional detrainment
rate:

� �

ce ln�1 � ẑ
h

zb
� � lnm̂

hẑ
. �8�

If we could come up with a parameterization of m̂ at
one specific height, we could plug this m̂ into (8) to

FIG. 8. (a) LES nondimensionalized mass flux profiles for the ARM case for different simulation hours (symbols
as in Fig. 3). Here zb is defined as the height with maximum mass flux. (b) As in (a), but diagnosed with Mb, zb,
and zt from the LES model in combination with � � z�1 and � � 2.75 � 10�3 m�1.
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obtain the optimal value of a constant fractional de-
trainment rate �. Preferably we should choose m̂ at a
height at which the differences between the various
mass fluxes, such as those displayed in Fig. 8a, are most
pronounced. Figure 8a suggests choosing m̂ in the
middle of the cloud layer (i.e., at ẑ � 0.5), and we will
do so accordingly. Hereinafter the nondimensionalized
height and mass flux in the middle of the cloud layer are
denoted as ẑ* and m̂*, respectively.

To show the potential of this approach, Fig. 9 dis-
plays the parameterized nondimensionalized mass flux
profiles using for ẑ � 0.5 a constant fractional detrain-
ment rate obtained by (8) with m̂*, Mb , zb , and zt , all
diagnosed by the LES model. Comparing Fig. 9 with
Fig. 8a shows that an optimal choice of a constant � in
the lower half of the cloud layer results in a realistic
transition from a convex mass flux profile for small
values of m̂* to a concave profile for large m̂*. To en-
sure that the mass flux goes smoothly to zero between
ẑ � 0.5 and ẑ � 1, we simply impose a linear decrease
of the mass flux profile to zero at the cloud top by
applying (4) in the upper half of the cloud layer. At first
sight, this last step might seem to be a crude approxi-
mation. However, Fig. 8a reveals that for small m̂*
there is not much mass flux to spread out anymore, and
for large m̂* the linear decrease seems to be a reason-
able approach [in agreement with, e.g., Jonker et al.
(2006), Derbyshire et al. (2004), and Zhao and Austin
(2005a)].

Although we believe that the first-order improve-

ments are well included with the proposed setup of the
parameterization, there is certainly room for improve-
ment of the parameterization in the upper half of the
cloud layer. For example, it is plausible that the de-
crease of the nondimensionalized mass flux in the up-
per half of the cloud layer depends on �c. Another
disadvantage of the current setup might be the incapa-
bility to produce a constant mass flux profile with
height in the upper half of the cloud layer. However, in
practice we expect this to be a rare, if not nonexistent,
circumstance for shallow convection.

The main question that remains is how to determine
m̂* and thereby close our parameterization. The sim-
plest approach is to apply a well-chosen constant m̂*
(e.g., 0.3; see Fig. 8a). Now the nondimensionalized
mass flux profile is fixed and insensitive to dependen-
cies of the mass flux on the environment. However, this
already results in a large improvement in comparison
with the standard parameterization with a fixed � (see
Fig. 8b), whereas the parameterization is equally
simple. This improvement is caused by the cloud-layer-
height dependence included in (8). Nevertheless the
LES results of the former section clearly suggest pa-
rameterizing m̂* as a function of �c. If we consider
clouds as updrafts, it is plausible that the mass flux
decrease with height is influenced by �c on the way.
Since we want to parameterize the fraction of the mass
flux that is left in the middle of the cloud layer m̂*, we
therefore average �c from the cloud base up to ẑ*, and
we will denote this average for the remainder of this
paper as 
�c �*. Instead of showing the nondimension-
alized mass flux profiles together with 
�c �* for all
cases, the results are compendiously presented in Fig.
10 showing the dependence of m̂* on 
�c �* according to

FIG. 10. LES results showing the relation between m̂
*

and 
�c �*
for RICO, BOMEX, and ARM. The dotted line represents a
linear approximation of this relation [(9)].

FIG. 9. Nondimensionalized mass flux profiles for different
simulation hours (ARM case) as in Fig. 8a but with � � z�1 m�1

and � according to (8) with Mb, zb, zt, and m̂
*

as diagnosed from
LES. Above ẑ

*
, a linearly decreasing mass flux profile is pre-

scribed (see text).
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the LES results for BOMEX, ARM, and RICO. Figure
10 reveals a clear correlation between 
�c �* and m̂*
with, as could be expected, a rapid decrease of the mass
flux profile (i.e., small m̂*) for low values of 
�c �*, and
vice versa. In practice, large values of 
�c �* can be as-
sociated with large clouds (of large radii) with high up-
draft velocities that have large buoyancy excesses and/
or clouds rising in a friendly, humid environment. For
small 
�c �* values the opposite can be expected. This
physical picture is consistent with results from the lit-
erature (see, e.g., Jonker et al. 2006; Zhao and Austin
2005a), which reveal a clear increase of m̂* with increas-
ing cloud sizes.

It is also interesting to examine the potential of the
relative humidity of the environment as an alternative
indicator to describe the mass flux decrease with height.
Figure 11 demonstrates the absence of any significant
correlation between relative humidity and m̂*. This can
be understood as follows. Normally relative humidity
decreases with height, and consequently, low shallow
clouds can go together with high values of averaged
relative humidity. However, from our LES results we
know that these types of clouds, present shortly after
the beginning of convection in the ARM case, can show
a rapid decrease of the mass flux, probably due to their
small buoyancy excess. Here we see that high values of
mean relative humidity can go together with a rapid
decrease of the mass flux. This again demonstrates the
necessity for including the effect of not only environ-
mental humidity, but also buoyancy excess (as in 
�c �*)
to adequately parameterize variations in the nondimen-
sionalized mass flux profile.

The last step is to find a parameterization for m̂*
depending on 
�c �* in order to close our scheme. The
question is, to what extent is the LES relation between

�c �* and m̂* presented in Fig. 10 also applicable in an
SCM? Although the �c profiles in our SCM, including
the relative changes from hour to hour and case to case,
resemble the LES profiles and changes, there are also
differences. These differences are related to the explicit
(cloud core) updraft definition in the LES model and
the implicit updraft definition in an SCM. For instance,
in the LES model, the updrafts start at the level of free
convection (LFC) determined by the level where the
updrafts become just neutrally buoyant and thus have
zero �c values. From this height, the mass flux increases
to a maximum at a level that is defined as the cloud-
base height in this paper. In the SCM on the other
hand, the mass flux starts and is at its maximum at the
lifting condensation level (LCL). At this height the ex-
cess of the updraft properties, which influences the
value of �c, is determined by the convection triggering
parameterization. Consequently, �c already has a posi-

tive value at the cloud base (LCL in the SCM). This
difference in updraft excess at the cloud base between
SCM and LES model also affects higher levels. In prac-
tice, this leads to somewhat higher 
�c �* values in the
SCM compared to the LES model, mainly depending
on the chosen convection triggering parameterization.
Two approaches can be followed to deal with the above
mentioned discrepancy. First, simply apply the LES re-
lation between 
�c �* and m̂* (Fig. 10) unaltered in the
SCM. Second—this approach will probably be favored
in an operational environment—adapt the relation be-
tween 
�c �* and m̂* to the SCM (e.g., with a tuning
based on one or more suitable 1D shallow convection
cases). For soundness we follow the first approach.
Consequently, as the 
�c �* values are higher in the
SCM, this will lead to a somewhat overactive convec-
tion scheme. Nevertheless, as we will see, the results are
still good with large improvements in comparison with
the standard parameterization.

To make the cloud-base definitions in the LES and
the SCM more comparable we start the averaging of �c

in the SCM one model level above the LCL. The LES
relation between 
�c �* and m̂* is approximated by a
linear fit for 
�c �* values larger than 0.2 and a small
minimum value of 0.05, resulting in the following ex-
pression for the SCM (see also Fig. 10):

m̂* � max�0.05, 5.24
�c�* � 0.89�. �9�

This result, combined with (8), finally completes our
proposed detrainment parameterization.

An interesting and positive characteristic of the new
detrainment parameterization is the stabilizing effect
through negative feedbacks. This is illustrated in Fig.
12. If an initial profile of temperature or humidity is

FIG. 11. As in Fig. 10, but now with the relative humidity
averaged over the lower half of the cloud layer instead of 
�c �*.
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changed, the parameterization tries to compensate for
the disturbance. If, for example, a humidity profile be-
comes drier, �c will decrease, leading to a larger frac-
tional detrainment and consequently an increased
moistening of the environment (see Fig. 12). Similar
arguments apply for temperature. As a result, the pa-
rameterization works towards an equilibrium state.

Finally, Fig. 13 shows how the new parameterization
is embedded in the convection scheme. Note that the
convection scheme is purely sequential, without any
multiple iterations.

b. SCM results with the new detrainment
parameterization

Applying the new detrainment parameterization (8)
in combination with (9) for ẑ � ẑ* and (4) for ẑ � ẑ* in
our SCM, we run the BOMEX, ARM, and RICO cases.

As mentioned in section 3, the standard parameter-
ization as derived from LES for BOMEX leads to al-
most perfect steady-state humidity and temperature
profiles for BOMEX. With the new detrainment pa-
rameterization, the humidity and temperature profiles
are highly comparable for this case (not shown).

As explained before, the ARM case poses stronger
demands on the detrainment parameterization because
the cloud height and the environmental conditions vary
substantially during this case. Figures 14 and 15 with the
new detrainment formulation reveal the clear improve-
ments in the time series and profile of the total water

specific humidity in comparison with the corresponding
Figs. 1 and 2 using the standard parameterization.
Stronger convection during the second half of the
cloudy period results in less humidity near the cloud
base and more humidity in the upper part of the cloud
layer, in accordance with the LES. However, there is no
clear improvement with the new parameterization in
the subcloud layer. This problem is probably not re-
lated to the lateral mixing in the cloud layer.

One remark needs to be made in relation to Fig. 15.
Since in the ARM case both the LES and the SCM are
subjected to the same prescribed moisture surface
fluxes, the vertical integrated moisture profile should
be the same for both models. That this is not the case
can be observed in Fig. 15 and is due to the fact that the
LES models are usually formulated within the Bouss-
inesq approximation, which assumes a constant hori-
zontally averaged density, whereas in the SCM the de-
crease of density with height is taken into account. As
is shown in appendix B, this causes small discrepancies
between the moisture budgets of both models that de-
teriorate with time. However, it suffices here to note
that these discrepancies do not affect any of the con-
clusions drawn in this study.

Finally, Fig. 16 presents the results of the RICO case
with LES, the standard and the new detrainment pa-
rameterization, and an imposed linear decreasing mass
flux profile [i.e., (4) throughout the cloud layer]. We
only show the profile after 24 h of simulation because
other simulation hours just give “in-between results.”
The new parameterization gives a very good match with
the LES humidity profile although as expected, the
convective activity is somewhat overestimated because
the relation (9) derived from LES results is not opti-
mized for our SCM, leading to a slight underestimation
of the humidity at the cloud base. There is also a large
improvement in the results in comparison with the stan-
dard parameterization. This can be explained by the
relatively deep and moist cloud layer in the RICO case,
leading to a slow decrease of the mass flux profile (see
Fig. 10) and significantly smaller fractional detrainment
values as for the BOMEX case. Finally, the results with
the imposed linearly decreasing mass flux profile show
that the included cloud height dependence results in
increased convective activity and consequently better
results in comparison with the standard parameteriza-
tion. However, the convective activity is still underes-
timated as this parameterization does not deal with the
favorable conditions for updrafts during the RICO case
(high 
�c �* values). This illustrates the additional value
of the 
�c �* dependence in the new detrainment pa-
rameterization.

FIG. 12. Schematic showing the stabilizing effect (negative feed-
back) of the new detrainment parameterization on perturbations
in the humidity. The solid line represents the initial humidity
profile while the dotted and dashed lines show the perturbed drier
and moister profiles, respectively. The arrows indicate the shifting
of the perturbed profiles owing to the changed, �c-dependent de-
trainment rates. Similar arguments apply for temperature instead
of humidity. See the text for a more detailed explanation.

570 M O N T H L Y W E A T H E R R E V I E W VOLUME 136



6. Discussion and conclusions

A correct simulation of the mass flux profile is very
important because it determines the vertical transport
of the thermodynamic variables. Apart from the mass
flux closure at the cloud base, the mass flux profile is
determined by both the fractional entrainment and de-
trainment coefficients. LES results show that, for dif-
ferent cases and conditions, the fractional entrainment
coefficient shows little variation. On the other hand,
LES results also reveal much more variation in the de-
trainment coefficient; its value seems to depend mainly
on two factors.

First, and probably most important, is the depen-
dence on the cloud-layer depth. Under normal condi-
tions a shallow convection scheme in an NWP or cli-
mate model represents an ensemble of clouds, leading
to a decreasing mass flux profile with height and zero
mass flux at the top of the cloud layer (SC95). With an
approximately fixed function for the entrainment coef-

ficient, it can be simply understood that this calls for
smaller detrainment rates for deeper cloud layers, as
also confirmed by LES. Nevertheless, current mass flux
schemes ignore this cloud height dependence. We have
shown that this can lead to large discrepancies with
LES mass flux profiles. In our approach, the mass flux
profile is considered in a nondimensionalized way,
thereby dealing with the effect of the cloud-layer
height. Already in its simplest form (i.e., a fixed func-
tion for � and the new � formulation with only one
constant parameter) our approach deals with the cloud-
layer-depth dependence, leading to a substantial im-
provement in comparison with fixed � and �.

The second important factor that influences � is the
environmental condition. Many studies (e.g., Kain and
Fritsch 1990; Derbyshire et al. 2004) showed the influ-
ence of the relative humidity of the environmental air
surrounding the updrafts. If the surrounding air is
moister, less evaporative cooling will occur if this air is
mixed with cloudy air, and this leads to less detrain-

FIG. 13. Flowchart showing how the new parameterization is embedded in the convection scheme: 
 � {	l, qt}.
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ment. However, besides the humidity of the environ-
ment, the buoyancy excess of the updraft air also de-
termines if the mixture becomes negatively buoyant
and consequently detrains. This combined effect is
nicely captured by the so-called critical fraction of the
environmental air, �c (Kain and Fritsch 1990). Indeed
LES shows that the nondimensionalized mass flux pro-
file, which is insensitive for cloud-layer height, corre-
lates well with the �c profile. With the dependence of �
on �c we implicitly also include the effect that clouds
with a larger radius or a higher updraft velocity will
detrain less because larger clouds or clouds with a
higher updraft velocity will normally also have a larger
buoyancy excess and consequently higher �c values.

Since Kain and Fritsch (1990) introduced their con-
vection scheme based on the buoyancy-sorting concept,
different modifications have been proposed in the lit-
erature and have been applied in operational NWP
models (see, e.g., Bretherton et al. 2004; Kain 2004).
Yet some important deficiencies with these types of
schemes remain. In a Kain–Fritsch-like buoyancy-
sorting scheme, mixtures are made of in-cloud and en-
vironmental air. Subsequently, all negatively buoyant
mixtures detrain and positively buoyant mixtures en-

train. The amount of entrained and detrained air is
strongly influenced by the fraction of the mass flux that
is used for mixing [the rate of environmental inflow
(REI)] and the probability density function (PDF),
which describes the probability of different mixtures.
Both influences are extreme simplifications of the mix-
ing process in nature, which is, as we know from Zhao
and Austin (2005a,b), quite complex. For example, the

FIG. 15. Total water specific humidity profiles for different
simulation hours during the ARM case for the LES model and the
SCM with the new detrainment parameterization.

FIG. 16. Total water specific humidity profiles after 24 h of
simulation during the RICO case for the LES model and the SCM
using fixed � and �, the new detrainment parameterization, and an
imposed linear decreasing mass flux profile [i.e., (4) throughout
the cloud layer].

FIG. 14. Time series of total water specific humidity during the
ARM case at three levels (300, 1300, and 2100 m) for LES and for
the SCM using the new detrainment parameterization.
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entrained air does not have purely environmental but
rather in-between properties. Apart from the above-
mentioned considerations, we should also realize that
for common horizontal model resolutions a convection
scheme describes an ensemble of clouds instead of one
single updraft. All in all, it seems unlikely that param-
eters and functions like the PDF of the mixtures can be
related to observations or LES results. Instead they can
be seen as ways to tune the convection scheme. In our
approach we take a step back in complexity (strongly
reducing the tunable parameters) and relate the nondi-
mensionalized mass flux profile directly to just one pa-
rameter, a bulk �c that, for several substantiated rea-
sons, shows a clear correlation with the decrease of the
nondimensionalized mass flux profile. Note that by fix-
ing the function of the entrainment coefficient, we also
circumvent the problem in current buoyancy-sorting-
based lateral mixing schemes that a drier environment
leads to less entrainment and consequently higher
cloud tops; this is in disagreement with LES.

A critical reader might wonder to what extent the
cloud-base mass flux parameterization in (2) influences
the results in this paper. To answer this we reproduced
all SCM results but now applied the Grant (2001)
cloud-base mass flux closure (see section 2a). The result
is that all conclusions in this paper remain in full force.

With the new detrainment parameterization included
in an SCM, good results are obtained for all three in-
vestigated shallow convection cases. The complex
ARM case, with increasing cloud height and changing
environmental conditions, clearly reveals the shortcom-
ings of fixed � and � and the substantial improvement
with the new parameterization. For the steady-state
BOMEX case, for which the fixed � and � are more or
less optimized, the results with the new parameteriza-
tion are equally good. Finally, the RICO case with a
relatively deep and moist cloud layer demands small
fractional detrainment rates. Hence, the new param-
eterization, which results in a very good match with
LES, substantially improves the vertical mixing due to
convection in comparison with the standard mixing
model.

By coupling the nondimensionalized mass flux pro-
file directly to a bulk �c, the proposed detrainment pa-
rameterization can be seen as an alternative for more
complex existing buoyancy-sorting-based convection
schemes, without showing some of the disadvantages.
Results from LES and an SCM show the clear potential
of our approach for a wide range of shallow convection
cases. Moreover, the proposed parameterization is
computationally cheap and can be easily included in an
existing mass flux scheme.
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APPENDIX A

An Analytical Expression for �c

The calculation of the critical fraction �c can, of
course, be done numerically. Here we present, as an
alternative, the derivation of an analytical expression of
�c solely in terms of environmental and updraft fields.
Such an analytical result has the advantage of making
the convection parameterization computationally more
efficient. Another advantage of such an analytical ex-
pression is that it provides more insight into the way �c,
and hence the detrainment, reacts to the environmental
and updraft conditions.

We start with the virtual potential temperature of a
mixture consisting of a fraction � of environmental air
and a fraction of 1 � � of updraft air:

����� � �����1 � �q���� � ql����, �A1�

where q� is the water vapor specific humidity and � �
R� /Rd � 1 � 0.61 with Rd and R� being the specific gas
constants for dry and moist air, respectively. Further,
we will use the total water specific humidity qt � q� �
ql and the liquid water potential temperature 	� , which
reads in its linearized form

�� � � �
Lql

cp	
, �A2�

where L is the specific latent heat of vaporization, cp is
the specific heat capacity of dry air at constant pressure,
and � � T/	 is the Exner function.

The advantage of the moist conserved variables 	�

and qt is that they mix linearly:

����� � ��u � ����u � ��e� � ��u � �
��

qt��� � qtu � ��qtu � qte� � qtu � �
qt . �A3�

By eliminating q� and 	 in (A1) in favor of the moist
conserved variables and ignoring higher-order moisture
terms, we readily find

����� � ������1 � �qt��� � �1 � ��ql���� �
L

cp	
q����.

�A4�
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Since q� is not a moist conserved variable, it does not
obey a simple linear mixing line like (A3). Therefore,
the last preparation that we need to make is to find an
expression for ql(�) in terms of updraft and environ-
ment variables. As long as the mixture contains liquid
water we may write

ql��� � qt��� � qs �p, T����, �A5�

where qs is the saturation-specific humidity that de-
pends on the temperature of the mixture and the pres-
sure p. Because we want an expression for �c, it is
enough to have an expression for 	�(�) from � � 0 to
� � �c, which ensures that ql � 0 and that (A5) is valid.
We proceed by making a Taylor expansion of qs[T(�)]
around the T(� � 0) � Tu:

qs �T���� � qs�Tu� � �T��� � Tu �
�qs

�T�Tu

. �A6�

By substituting (A6) back in (A5) and rewriting it in
terms of moist conservative variables using (A2), we
obtain

ql��� � qlu � �
1

1 � �
�
qt � �
���, �A7�

with � � (L/cp)�qs/�T |Tu
.

We can now harvest by substituting (A7) and (A3)
into (A4), and rewriting it as a linear combination of
updraft excesses �	� and �qt. By ignoring higher-order
terms of � and terms of the O(10�2) in the prefactor of
�	� , we find after some algebra that

����� � ��u � ���
�� � �� � 
�
L

cp	

qt�, �A8�

with

� �
1

1 � �
�1 � �1 � ���
� and


 �
cp

L
	��u.

Typical values for the cases considered in this paper are
� � 2.5, � � 0.12, and � � 0.4. Realizing that �c is
defined as the concentration of environmental air for
which the buoyancy with respect to the environment is
just zero, we finally find

�c �

��

��
�� � �� � 
�L ��cp	�
qt�
, �A9�

where obviously �	� � (	�u � 	�e) denotes the updraft
buoyancy excess. We have deliberately adopted the
same notation as in Randall (1980) and Bretherton et
al. (2004) except that we use � and � instead of � and �

in order to avoid confusion with our notation for the
fractional entrainment and detrainment rates. Note
that in contrast with Bretherton et al. (2004) we find a
slightly different form for the prefactor of the �qt term
and, more importantly, a different sign of this term.
Comparison of (A9) with accurate numerical estimates
of �c for typical values of the presented cases in this
article shows that (A8) gives errors only of the order
of 1%.

To gain some more insight in the behavior of �c we
can simplify the result in (A9) even more by assuming
that Tu � T. This allows us to write the excess terms as


�� � �
L

cp	
q�u and


qt � qte � qse � q�u. �A10�

Using these approximations of the excesses and the
definition of the relative humidity RH � qte /qse allows
us to rewrite (A9) as

�c � �cp	�L�

��

qse�� � 
��1 � RH� � 
q�u
�A11�

and to show how �c increases for larger buoyancy ex-
cess values and higher relative humidities.

APPENDIX B

Differences in Tendencies between the LES Model
and the SCM

The DALES model used here is formulated, as are
most LES models, within the Boussinesq approxima-
tion. This implies that the horizontally averaged density
does not change with height. The SCM used in this
study does take the height dependence of the density
into account, as do all GCMs, RCMs, and their SCM
versions. This difference has implications for the mois-
ture tendencies and is hence a possible obstacle pre-
venting precise comparisons between LES and SCM
results. To quantify the difference, consider a tendency
equation for moisture used in an SCM, containing a
turbulent flux divergence term only:

��q

�t �SCM
� �

1

�

�� w�q�

�z

� �
�w�q�

�z
� w�q�

1

�

��

�z

� ��q

�t �LES
� w�q�

1

�

��

�z
. �B1�

The last term on the right-hand side (the density term)
quantifies the discrepancy in the moisture tendency if
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the height dependence of density is not taken into ac-
count. The term (1/�)(��/�z) is of the order 10�4 m�1 in
the lower troposphere. Furthermore, if we assume for
the sake of simplicity that the moisture flux is linear,
decreasing to zero between the surface and a dry
boundary layer height zi, so that

��q

�t �LES
�

�w�q��srf

zi
, �B2�

we can quantify the density term as

w�q�
1

�

��

�z
� 10�4�zi � z���q

�t �LES
, �B3�

which is as large as 10% at a height of only 1000 m with
zi � 2000 m. If we realize that, for example, a moisture
surface flux of 6 � 10�5 m s�1 moistens a boundary
layer of 2000 m thick by 2.5 g kg�1 during a day, this
implies that the density term is of the order of 0.25 g
kg�1 over the entire depth; this value is comparable
with the discrepancy that can be observed in Fig. 15. So
we can conclude that if we compare LES results, which
are based on the Boussinesq approximation, with SCM
output, differences for the moisture budget may be ex-
pected which become significantly large beyond simu-
lation periods of approximately 10 h.
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