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Abstract

A long term objective of scatterometry ia to uncover its underlying physics.
‘The route to achieve this is dotted with numercus pitfalls, as has been established
by several extensive studies. Also KNMI prominently supported one of those

dgorithm.  The merits and

studies by developing a proto-type scatterometer
demerits of this VIERS model will be recapitulated.

The SATVIEW study was intended to eliminate, or and least mitigate, the
remaining problent from which the successive cycles of the VIERS algorithm still
suffered. The present report gives an account of the pussible solutions and the
benefits obtained.

The SATVIEW modifications improve the working of the scalterometer al-
gorithm, but are based on parametrizations of certain key-processes. One such
key-process is angular wave spreading; by a careful study of ERS-1 data its com-
plex structure has been revealed.

Although thus an important step has been made towards a better under
standing of the role of water waves in the backscatter process, from a funda-
mental point of view the physics of the scatterameter still contains unresolved
issues. The present algorithm should therefore be classified as a semi- g shysical
one. Further steps require more research in air-sea interaction processes
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1  Introduction

The SATVIEW project is a continuation of the extended VIERS project, which has
%wmz described in a number of progress w;mi s {(Van Halsema et al, 1988, Calkoen et
), Snoeti et al, 1992, P Janssen 3G« E , 19951, In the
RS project, a joint enterprise of & 5’21%?";‘?3'}F’f'§‘ m{ institutes, radar E;m §w: attering from
a water surface has been investigated both experimentally and theoretically.
Three major z:w;"séét{%z‘z‘;z:?fzaisj«: have been performed in which the scale of the test-site
sed. Primary experiments were conducted in a laboratory flume
1 ocean waves has been

was successively
{(Van Halsema et ;.alu, 1984
sirnulated and i'i%’%‘i{".i%‘{i§.§§&i}£’_’%{§ in a large outdoor facility (Calkoen et al,, 1980}, Finally
the step towards field conditions has been made (Snoeij at al., 1992
The experimental work has been supported by theoretical studies. In the laboratory
t has been found that a, more or less standard, two-scale model for radar backscatter
E’}%'é,i%%}(i on the Bragg mechanism performed z{-..ia.i-aviﬁeiy best (. Janssen et al, 1993}
For the wind-wave interaction a bipartite wave model has been developed in which
the gravity and capillary part of the wave spectrum are separately calculated and
»»u?;wqwu tly joined continuously (P. Janssen et al., 1995},

On the basis of these %;}mmmzm} and i}’g{%}?’{‘“{:i{,g}; :f,i:nd ies the VIERS group man-
nfactured an ERS-dedicated scatterometer algorithm The proto-tvpe has been as-
sembled and conligured such that it produces unsuspicious winds, e, comparable 1o
CMODM retrieved winds.

However, the final VIERS algorithm, evcle 2.0, still suffers from a serious draw-
back: the cone-shaped manifolds in F-space {Cavanie et al., 1987) are insufficiently
reproduced. Tt has been recognized that this misfit originates from a defective direc-
tional distribution of the short resonant water waves: the VIERS distribution, being
wavelength independent, appears to have a too simple structure (P, Janssen et al,
1995},

The motivation {or the SATVIEW project is to improve the working of the VIERS
algorithm by modifying the divectional distribution of the short water waves. This goal
was already recommended in the final VIE

3. Subsequently the effect of real-size

e

35-1 report (P Janssen et al., 1095).

The VIERS and SATVIEW studies it into a broader context. After the usefulness of
the scatterometer as a wind measuring device had been empirically demonstrated, the
next step was to explore and understand the physics of scatterometry. An extensive and
succesful study was carrvied out by Donelan and Pierson (D & P, 1987), which showed
the feasibility of a two-scale Bragg scattering mec hanism combined with a simplified
energy balance for the resonant water waves. In fact, the pioneering Done Lm and
Pierson study was one of the main sources of inspiration for VIERS and SATVIEW,
amongst others (ol Van Halsema et al., 1989,

Another recent project that builds on the framework set out by Donelan and Pler-
son, was carvied out by Barthel and Breivik {3 & B, 1996}, Their model has two fine
points: it takes advantage of inputied wave izziﬂ:»*rsiaan(}xz from a numerical model and it
includes the upwind-downwind contrast by taking into account the tili-hydrodynamic



modulation of short waves by long waves. The VIERS-SATVIEW algorithm also makes
use of wave data {WAM), but the upwind-downwind assymmetry has been neglected.
FThe present report Is intended to describe in considerable, but not full, detail the

route towards a scatierometeralgorithm that is able to retrieve wind fields in 2 reliable
and consistent manner. Most part of that route was covered durin g the VIERS project;
SATVIEW was taken up to finish the last part. In order to give the reader an overview
of the full route, we will first summarize the theoretical background of the VIERS model

Fsimplifications and approximations that have been made {section 2).

and the practica

In the third section a qualitative account is given of the provisions that had to be
made to overcome various tuning problems. Model validation is the sub ject of the
fourth section: it recalls the misfit in VIERS cvele 2.0. The fifth section describes
the SATVIEW approach to eliminate it. Tn the final section we conclude that a lot
of practical problems have been solved, but that fundamental issues remain to be

answered.




2 Model description

The VIERS model relates radar backscatter to windvector, measurement geonmetry
{=incidence angle}, sea state {perviod of the dominant waves), and other environmental
- and atr-temperature, humidity, salinity and shicks. In the so-called
de the windvector U, incidence an “E & and wave g"z&:zz*%ud P oappear

pararmeters like
interpretative m
st the input lev {-é, whereas the normalized cross-section for radar backscatter oy is the
ontput variable. In principle actual information on other envirommental parameters
{o.g, temperatures T, and Ty, humidity H, salinity &) <‘:uaziz§ also be inputied, but
this option has not been effectuated in the first generation VIERS model that will
be described here. The reason is that the dependence of radar backscatier on these
parameters is not expected to be very dramatic; therefore the values of environmental
parameters have been estimated from average climatic conditions.

The relationship between hackscatter and the basic input variables is established
each with its own submodel. First comes the submodel

31

inn three consecutive steps,
{wind-stress module} that relates windspeed and wave period to wind stress at the
water surface (parameter w0, ). In the HEXOS experiment a sea-state dependent rough-
ness length was proposed (Smith et al, 1992} the HEXOS parametrisation has been
adopted and implemented into the VIERS model. It should be born in mind that later
investigations have cast doubts about the validity of the HEXOS formula {J. Janssen,
18461,

The second submodel is the stress-waves module. Here the full {i.e. hoth gravity
and gravity-capillary waves) spectrum of water waves is determined from wind stress
and wave period. The gravity part is obtained by invoking a JONSWAP spectrum, the
parameters of which are assumed to depend on wave age. The JONSWAP flunction is

assumed to satisfactory describe the wave spectrunn up to the frequency fiom {fiom &
2 5 He). The grav-cap part is separately obtained by solving an energy-balance

equation that includes all relevant processes {i.e. wind input, wave breaking, viscous
dissipation, nonlinear wave-wave interactions, dissipation by slicks). The resulting
grav-cap part of the spectrum is continously joined to the gravity part at fi,. It
should be noted that this is only a schematic plcture; in practice the calculations are
performed in wavenumber space. The transformation to frequency space is, however,
strajghtforward.

Finally the structure ﬂ?’ the water %3;5"’5‘&{’{3 descibed by the wave spectrim, has
to be velated to the radar backscatter (oo}, This is done in the third submodel, the
waves-scatter module, In VIERS a more or § ss standard two-scale approach had been
adopted in which the waves are separated into short and long ones, The short waves
that obey the Dragg criterion rvesonantly scatter the radar beam, whereas the long

waves act as facets that tilt the short ones,

The structure of the VIERS interpretative model is summarized in figure 1.

For practical purposes {wind retrieval from ERS-1 scatterometer measurements) the
interpretative model has to be inverted (e, in- and output have to be interchanged).
in order to produce an optimal windvector the inverted VIERS model asks for three

o,
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Figure 1: Structure of VIERS interpretative model.



oy's (normalized cross-section of vespectively {or-, mid- and aftbeam) phus the period
of the dominant waves. The inversion procedure i a very simple and straightforward

one angd will be descrthed in detad] later on

2.1 Wind-stress module

The stress field at the atv-sea interface is assumed Lo f‘%i&;amz<’v§ on the wind &;ss«%{*z'i the
stability of the air colown {(air-sea temperature difference) and the sea state {wave age
pf the dominant waves), For given wind velocity U, mes Mi;w‘? at height z, ;mzud of
the dominant waves P oand the temperatures of sea and aiy (7T, and '},3.5;,, the VIERS
maodude vields the friction velocity ., the roughness length oy and the Monin-Obukov
stability length L.

The wind profile is assumed to have the following form:

U, = ~—{log{z/2p) — Warls/ L)) b

For the roughness length the HEXOS parametrisation has been adopted (Smith et
al, 1092).
‘ Pgrgr

wei 4%
TP

For the stability parameter Wy, the Businger-Dyer expression (Businger et al., 1971,
Dyer et al, 1970} has been adopted.

I
H
3

et

g

Ly == 4}«“2

{stable)

W == 2log{{l + $ar)/2) v 1/2) ~ Zatan(®yy ) + 7 /2  (unstable)
with P LY 925 {3,}

The Monin-Obukov length s computed according to Stewart (1985).

- g T :;:u (
HE T‘iﬁf(} - :{:sz |

The equation for the wind profile is solved Hteratively in order 1o obtain a self
consistent value for the friction velocity,

2.2 Sitress-waves module

the mean period of
“waves the mean

The full wave spectrum s determined from the wind s
the dominant waves (Fyean). As s well-known from spectra of wats
pertod s vot equal to the peak period of the dominant waves. In VIERS the peak
period 77 is assumed to be 209 larger P = 12P,,...

From peak period P2 and friction velocity u,, the wave age £ is obtained as

gF P




s assumed that the 1-D gravity part may be well parametrized by a JONSWAP

tunction {Hasselmann et al., 1973).

3 7
[ RPN E ;EM;,. .
(f) = BRI ATIN (6)
y i)
whers N
o {W,pz' {)f /{p

The JONSWAP formn contains two factors: the Pierson-Moskowitz expression {Pierson
and Moskowitz, 1964) and the so-called “peak enhancement factor” v For old waves
7 approaches 1, but for young waves there is a considerable enhancement of the neak
{v =z 3.

Contrary to the JONSWAP experiment, in which the peak frequency f, {or friction
velocity u,) and dimensionless fetch were used as independent parameters, in VIERS
the shape parameters f,, o, v, o depend on the alternative independent parameters P
and £.

Sy =P {7)
o= AL7F 8
v = max(1, 1+ 3(1 — (0.0386)%)) (
o = {108 {10}

Remark 1: in the final VIERS-1 report (P. Janssen et al., 1995) a typing error with
respect to the E-dependence of v has sneaked in; (9} gives the correct formula.

Remark 2: the parametrisation for the Phillips constant o has not been adopted
from the JONSWAP experiment; A and B have been used as tuning parameters with
the proviso 0.5 < B < 1.5,

Although the validity of the JONSWAP function is only forseen up to frequencies
of the order of three times the peak frequency, in VIERS the assumption has been
made that Phillips’ dimensional arguments for the spectral saturation of gravity waves
{Phillips, 1958} apply up to the beginning of the grav-cap range (ie. 2 to 5 Hz). Note
that this can be as high as 20f,,.

Beyond the frequency J, ’

; < &) a new regime is entered. In this regime
ssumed that the spectral energy is determined by an energy balance that is hoth

i s
stationary and homogeneous and includes the 3-wave interactions. Theoretical details
have been given in the third VIERS progress report {(Snoeij et al, 1992}, Here only a
brief resumé will be given,

In the regime of grav-cap waves the energy balance takes the following form.

OF 9F

i) o w{m}; . g.“}:; . :;;: =y, ;g?}f e f’;;’;.\ g ] g_}

Flis the 1-D wavenumber spectrum, normalized as Joo RFdk = B, (B =variance wave
field), and v, is the group velocity. The source term has been split into a wind input

{Sin)y a nonlinear interactions | Su) and a dissipation term { Sis )

5 5,




For 5, Plant’s expression (Plant, 19807 has been adopted.

Siw = BF 3= S (12)

b of the generated wave.

In which w is the circular requency and ¢ the phase spec
fect can be incorporated by

The dimensioniess constant & is .08 The guasi-linear e
The & wonless constant & is .08 The guasi-linear e

renorinalizing ¢ (efl P Janssen et all, 1988
it is assumed that S, may be well represented by a local (in k-space) expression.

(13

v

[y
i

RN

S

ary and oy are dimensionless “coupling constants”™.
There are three dissipative processes that play a vole in the grav-cap regime: viscous
darmping, wave breaking and damping due to slicks.

For viscous damping one has the ollowing exact expression {Lamb, 1932,
& & g 3 E

- e P

Spie = —4vkF {16}

v is the kinematic viscosity of water.

Slick darping is determined by the Marangoni effect {Alpers and Hihnerfuss, 1989).
A visco-elastic Marangoni wave extracts energy from the water waves, which therefore
effectively experience an additional viscous damping.

St 4 Syis = —bvogh® F = —4vy( fYPF

e,
s
S

yi /) is the relative damping ratio, given by

‘.M\
LA
it

F. is the dilatational modulus of the surface Hlm and g, the density of the water.

10



Hence a surface fil is determined by the two parameters § and 7. The phase angle

& s approximately 1807 whereas [, depends strongly on the biochemical constitution
of the slick. For a natural slick [mostly of biological origin) F, can be estimated to have
a value < .01 N/m, whereas for chemical shicks the value can vary from 0.01 1o 0,05
N/ Henee the maximal value for y{ /) varies from 20 (B = 0.01) to 40 (£, = 0. z;"}}

“x% ave breaking s bard to model on physical grounds, For gravity waves §x<_;;zzazzs o

al. (1984 suggest the following expression with 2 = 2.
HE B

Sg

Where o and oy are constants and

fr,, 1s the variance and © is the mean circle frequency of the wave feld.
For the VIERS application the above expression {with n = 2) has been generalized
for gravity-capillary waves. It reads:

cEees
{233

The constant 5y should be of the ovder of 2 to produce realistic spectral tails.
As an alternative parametrisation for wave breaking the following expression has
also been investigated (“quadratic breaking”).

It is, however, impossible to produce w;«}.ii%if* ‘fg'}i"{""i“éi with this model because the

H one uses ?30 }V;fin if Mg; CESIONS ?m‘ E%m SOHTee ée rins, the energy balance attains

the following form.

4 D)oy o ;if:) }m {zu}‘j

The coeflicient v 15 defined as

1 4 :

AT ) N .
s 1) ?m’(m - vz 15 z;{\ } ;13‘ ,,,,,, g

(o

Hence it gives the et effect of wind input and dissipation. The energy flux 2{k)

given by

¥ 2 : 4 PO,
{g\*mz z{,{(}gﬁ‘ b ofve R 4 120



The coupling constants for the three- and {our-wave interactions have been modelled

- #
it y e - ‘,‘
£y == gf""f{?aiﬂi%fwi A E}} L} £ e
16 ) ’ /
Jx
Iocan be argued that the frequency [, at ax% ich Ew three-wave interactions are
turned on, should be put equal 10 fan ,,_\f‘.«;%fs;g f’T 22 7 He {118 surface tension ).

Several tuning exercises have lear m:é,i ?3{)%’{.%%3} that ;’{ == [ 22 2 5 Hz works out
better,

The width E%H’&X'{z{%‘iﬁi‘ ¥ should be high é"?‘é(‘r!iﬁ’%’i m ensure smooth wave spectra;
typical values are in the range 2 (VIERS cyele 2.0) to 4 (SATVIEW).

Special discussion deserve the parameters th at measure the s.«.wng!%;e of the three-
and four-wave interactions: 73 and Ty In principle they are tuning parameters, but
in order to get a balanced influence of non-linear interactions their values should be of
order 1. One may give constant values to 75 and 7}, but their is nothing against building
in a wind speed dependence. This latter option has been picked up in SATVIEW,

In order to obtain a unique solution of the above energy balance, s equation has
to be supplemented with a boundary condition, viz. the continuity of the spectrum at
ko= k. Obviously, this separating point in wavenumber space corresponds to the
separating frequency fi, in frequency space via the dispersion relation.

The solution of the energy balance equation is the 1-D wavenumber spectrum F(&).
If one ignoves the frequency shifting (=Doppler) effect due to the arbital motion of the
long waves, F'(k) may be related to the 1-D frequency spectrum F(f) as follows.

Bk
Fik) = E(f) {29}

{'5;

Having found the 1-D frequency spectrum in the grav-cap range of frequencies
> fia j} one may mmipzz;fe it with the JONSWAP spectrum in the gravity range
win ) tO obtain the full spectrum.

En uxfiu to statistically describe the structure of the water surface a 1-I) wavenur-
ber spectrum is not sufficient: the dirvectional distribution of the waves has to he
included. In the VIERS model the simplifying assumption has been made that the 2-D
wavenumber spectrum is separabel.

Wik, o) = F(kyDi{a) {30y
Where
Do = ) (31

oy is the divection of the wind. The parameter ay measures the width of the directional
s.iam_z‘;imtmn. As a simplification in VIERS it is assumed that a, only depend on stress,
not on frequency; in SATVIEW this restriction was relaxed.

12



2.3  Waves-scatter module

Once the 2-I) wave spectrum is known the next step is to determine the normalized
backscatter from it. This asks for a module that models the scattering process. In
VIERS a two-scale model has been chosen. According to the ‘wave-facet n wodel’ {(Valen-
cuela, 1978; Plant, 1990} the following expression for the normalized eross-section ap-

plies.
SEA o5 o 7 ateana | ditan 83 Paltan s tan 5P 0 197
oy gy d{tany) d{tan §) Pgltan ¢, tan ol (61 {323
o e of e UK

Where Pg is the probability that a {Bragg-)facet is oriented with tilts tan v {paral-
lel) and tand (rvight angles to the wind). 8. is the local incidence angle. For an
anisotropisch Gaussian surface one has:

, 1  tan®y tan?d s
Pp = s exp(———— ~ ) {33}
EURER =N 26‘;!) ?Q( B

. ; 3 P . N . - . B
In which 2, and 52, are the slope variances in the upwind and crosswind direction
respectively. The Bragg contribution of a facet is proportional to the 2-D wavenumber

spectrum at the resonant wavenumber vector,
of ~ W k) (34)

The contribution due to specular reflection is given by:
op =7 | B0) |? sec* OPs(C,, Gy) Jsp (35)

Where Pg is the probability that a {specular) facet is oriented with tilts ¢, (parallel)
and ¢, (right angles to radar look direction}. For an anisotropic Gaussian surface one
has:

j}S ispT— 1 {éﬂ = {an {} Ly = f} {30}

In which s2, and s? are the slope variances in the zégsmmi and crosswind direction
respectively, whereas af . 18 the variance in the radar ook direction. On Iy those waves
that have a wavelength longer than the radar wavelength contribute to the slope vari-
ances: shorter waves will not be seen by the radar (Stewart, 1985).

The above general two-scale theory has to be supplemented with a criterion to
separate long waves from short ones. The 2-I) wavenumber spectrum is separated into
a low and high wavenumber part with the help of the splitting parameter k..

Wik, o) = F (k)D{a) = Wik, o) k< ke

Wylk, o) = Full)D{o) = W{ o) k>k,
- {; k< k. {(37)



Hence the slope variances of the tilting waves are given by:

Syt EF{E)dE {38)
5 } == W ,5:" }4€ 1{; 3;‘"{5{ { V;E} z
i 2 o R ; '

\név that the slope vartance of the waves that contribute to specular veflection is given
);is, AR (! (3’}

The splitting parameter &, is determined by the condition 5 = ié,,&f@, w %ww oY =
Y F{(kydk. Tt can be argued 1 that the parameter 4 should lie in the vange (L1-1 (Snoei]
et al., 19G2).

In the waves-scatter module the above integral expression for o5 is numerically

by s

salverd.

2.4 The inverse model

In order to use the VIERS model for wind retrieval from ERS-1 scatterometer data, it
has to be inverted. The following simple but straight "E‘z}z‘waf{% scheme has been used.

First a table of oy's s produced; the interpretative model is run for different in-
cidence angles, wind vectors and wave perinds and ,E’m resulting sigma’s are collected
in a table. The windparameters are U, the absolute value, and ¢, the direction with
respect to the lookdirection of the radar. In order to reduce the computational load the
standard resolution used in VIERS was 1 m/s in wind speed and 15° in wind direction.
For this case the incidence angle runs from 18 until 57 in steps of 1, U runs from 1
until 30 in steps of 1 {m/s) and ¢ runs from 15 until 360 in steps of 15 (7).

For tuning purposes the low resolution is suflicient; a higher resolution is, however,
desirable when comparing different models. Therefore also a high resolution table has
been produced with steps in wind speed of 0.5 m/s and wind direction of 5°.

For a certain cell number ¢ and measured sigma triplet (o4, 0,,,, 0, ) the wind retrieval

procedure is as follows.

L. Determine incidence angles of for-, mid- and aftbear: 6;(43,0,,(2}, 8,(4).

2. Caleulate model triplets {(for all 30 x 24 tabulated wind vectors U7 = 1,2..,30

and ¢ = 15,30, ..., 360) according to;
: Iy . o
‘?";Z(d s {ij{ & f {’;3 & b {.3.;;,; {i{é\;
srod o F u’z ;
raned foide L oy
y ;‘w'g m 5_‘7“{“ {:figﬂ g_;g &y ;ig}j

Hence ¢ is the direction of the wind vector with respect to the midbeam.



3. Determine the normalized quadratic distance between model and measured triplets,

Qrrsy = Q5 + Chy + Q)

. w08
{ Time Otma }z

{‘2.;,’1&,& bt

Fons P v

Here #, is the noise level (of the order of 5%); #,0 is the measurement error in

[

4. Determine the normalized quadratic distance between model and FECMWF windd
{magnitude and direction).
U—Uge V2 g G A xo ~ dpo vy

Jec = | - + 4 ; J
Woc = Alge / ' Ao ‘

Where x; is the lookdirection of the midbeam with respect to north. The errors
in the ECMWTE wind fields are estimated as Al e = 2 /s and Adpe = 20°

5. Determine the absolute minimum of the cost function ).

D= V;Q crst + Qpe

i. The model wind that minimizes D is the ‘retrieved wind’. The direction of the
wind with respect to north, ¢y, is given by gy = Yo + e, where ¢, is the
retrieved wind direction with respect to the midbeam.

The fourth step is inserted in order to ensure that the retrieved wind vector is
close to the ECMWTF one, both in magnitude and direction. This is a rather strong
requirement that may introduce a spurious interdependence between retrieved and
BECMWE winds. A better option might have been not to take e into account and
remove the 180° ambiguity in the retrieved wind by selecting the direction closest to
ECMWEs,

2.5 Implementation

In the present report no details about the software will be given; the interested reader
should consult the final VIERS-1 report (P. Janssen et al., 1995).



3 Model configuration

The scatterometer model as it is described in the previous section is the result of
evolution, Originally the three submodels have been separately developed and tested.
Oncee they had been fused together a number of problems occurred that asked for

modifications. In this section we give an account.

The Hexible part of the model is the stress-waves module. Most of its parameters
widd parametrizations are only poorly known it s even unclear which are the relevant
processes that govern the dynamics of the short waves {(Jihne and Riemer, 1880}
Hence, it was this module that was regularly modified to overcome various problems.

OF the other two modules the wind-stress module has never been changed, and the
waves-scatter module only allows retuning of the numerical values of two parameters

{J and R(0)%), which were always adjusted wffer the modification of the stress-waves

o

module,

3.1 Development of the stand-alone wave module

In the third phase of the VIERS project a proto-tvpe stress-waves module, based
on E;.%a{,?i’}afsz%ém% ideas, was used Lo generate wave spectra <‘f}isz§>:wzt.z"%’a§ek with laboratory
IMEARUTeT . The module did not include the dissipation processes due to slicks and
wave %);*f;z%a%{:mg} whereas the spectral joining point was at two to three times the peak
frequency. Nevertheless the model was capable to produce realistic laboratory wave
spectra over a considerable range of wind speeds. However, a number of shortcomings
of this proto-type could be identified, a major problem was the determination of the
numerical values of the coupling constants Ty and 7.

A test with a one-point WAM model revealed that the numerical value of the
coupling constant 7y should be 0.25. Furthermore it was found out that the coupling
constant T3 should he of the order unity in order to ensure that viscous damping plavs
a dominant role at low wind S_g’}{%@d‘% In the VIERS model a constant value of 3 for T};
was found to work satisfactory; in SATVIEW a wind »«gw‘ti dependence was build in.

i ane emplovs these values for the coupling constants, it turns out that too much
energy 18 pumped into the spectral tail. This complication can be remedied by intro-
ducing additional dissipation processes like wave hreaking and damping due to slicks.
1t 18 furthermore necessary to Hmit the energy fux due to nonlinear interactions from
peak into tail; this can be done by putting [ in the range 2-5 Hz. (For sea spectra
i was 100 low, vielding an gy that was too large. )

e heen investigated., It turned
completely

the original f

Linear and azdm%w maodels for wave breaking have
out that yuadvatic breaking was too strong at high winds: the spectrum was
quenched and therefore this mechanisin had to he discarded. Linear diwi;miima on
the other hand, did a better Jobr i 2 < 5, <« 2.4 (WAM value for 4, is 2.25) one gets
spectra that are quite satislactory.

fn order to lower the spectral level at small wind speeds, slick damping was intro-
duced. Parameters corresponding to a natural shick of biological origin were chosen and
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this worked out fine for low winds, However, it was anpoving that a residual damp-
ing effect remained even at high winds., However, slicks should be washed-down once
the wind is strong enough {ef. Alpers and Hithnerfuss, 19893, This process has been
modelled on an ad hoo basis by letting the dilatational mod ilus g0 to zero for sirong
winds: [0, = 0.005(1 + tanh(10u, — 4.33}}.

A second modification in the slick modellin g was necessary be
unrealistic that the ocean is covered by 4 single L«&.;gxa shick. Slicks come in patches and
this can be modelled by a fractional flling factor F {Lombardini, 1986). For F <«
the damping is modified according to yp{f) = /{1 — F + F/y (f)), where yy is the
damping when the coverage is complete. Typical Fovalues are in the vange (.88-0.99
{cf. Lombardini, 1986).

Along the lines sketched above {already anticipated in the third VIERS progress
report, Snoeij et al., 1992) it was thus possible to contrive a model that complies
with existing theoretical ;dma and at the same time s able to generate realistic sea
spectra. During this stage the exact numerical values of free parameters could not he
determined. Only a rough tuning, in which the order of magnitude or domain range of
parameters was inferred, was pursued.

cause i seems very

3.2  Incorporation into the full model; interpretative mode

After the incorporation of the stress-waves module into the full scatterometer algo-
rithm, the model output was critically looked at. The following procedure has been
nsed.

First the oy’s in the upwind divection {¢ = 0) were monitored as a function of
incidence angle at different wind speeds. The sea state parameter (wave age or wave
period) was not independent, but coupled to the wind speed (this is a good first ap-
proximation}. The parameters and parametrizations in the stress-waves module were
determined in such a way that the model curves at moderate windspeeds were as close
as possible to the CMOD4 ones. (For a description of the CMOD4 model of. Stoffelen
and Anderson, 1995.) Subsequently the VIERS model was fed with ECMWF winds
and WAM sea state data (hence in this case the sea-state parameter was not divectely
coupled to the wind), The wind and wave data were collocated with the ERS-1 seat-
terometer swath at a particular day (911106). The model og’s were compared to the
ay's measured with the ERS-1 forbeam. The same comparison was made with model
op’s obtained with the operational model CMOD4.

The first attempts revealed some tncompatibilities between the model and the mes-
surements: the small model og’s were 4 dB3 too high and the large model oy's were
L dB too fow. The first discrepancy could be remedied by the inclusion of a saitable
slick, for the second one the model bad 1o be extended. 1t turned out that the stress-
waves module generated slope variances that were quite low. In fact they were too
low {at low winds) to produce any significant specular reflection. It was concluded
that the slope variance from the stress-waves module were no good and that they had
to be angmented before putting them through to the waves-scatter module. Then it




s module only caleulates the wind-sea spectrum, thus
ixed amount due
ssed

was realized that the stress-wave
neglecting swell, Therefore the slope variances were gugmented by af
Lo ma}% {of the order of 0.02, alter fine-tuning the value 0.024 was fixed) before ps
over to the waves-scatter module. In this manner damage to the consistensy of the

model could be minimized.

The ahove 5@%’(3@"@:'&%33"5} has been succesful in the sense that a good scatter plot for
the VIERS model could be obtained, even better than the corresponding CMOD4 plot.
The CMOD4 mm‘i@ generates very small op’s {mueh smaller than measured) at low
wind speeds, whereas the VIERS model does not suffer from this problem. It turned
aud that this was a generic picture as the same features have been found at other dates
and other beams.

3.3 Incorporation into the full model; inverse mode

It was expected that 't%w inverted VIERS model fed with ERS-1 w";?«:; and WAM wave
data would vield wind fields compatible with collocated ECMWE fields, This turned
out not to be the case: i’é}e}_a model winds differed significantly from the BCMWE winds.
Mean model winds were unequal to mean ECMWE winds.

The inversion procedure was not to blame for this as the same inversion applied {o

the CMOD4 model produced winds compatible with ECMWE. Apparently the tuning
procedure in oy space was not sound: the ECMWE winds produce too much scatter
thus preventing a meaningful tuning.

A new tuning procedure was started alming at compatible winds: the model winds
should lie as close as possible {in a statistical sense) to the ECMWIE winds, Not only
should the model winds follow ECMWF in the mean, but also should the variance be
minimal. Special care was given to winds higher than 15 m/s; it is suggested that
ECMWE wind speeds in this regime are 15% too low. Therefore the very high winds
were not tuned at ECMWFE values, but at the anticipated higher values. In a later
stage another requirernent was added: the statistics of the cost function should be
or condition ensures that the

optimal (e, average costs as low as possible). This Iat
interrelation between the three bears s reproduced as good as possible; 11 is a measure

of how good the cone-shaped figure in &y space is re ;mwz ited,
Hence, the major problem to be overcome was that in the regime of high wind
speeds the VIERS winds were too low. It turned ont that this problem was connected

to the parametrization of the Phillips constant op. Therelore the original JONSWAP
(41

parametrization, ap = 05267 was dropped and veplaced by ap = AE™F (A and B
to be determined}. After a cumbersome tuning exercise the values 4 = 0.24d and B = |
were selected for the VIERS model In SATVIEW a retuning for A and I appeared
NECESSATY.

After the problems with the high winds had been eliminated, the low wind sg
regime was tackled. Critical processes here are wave breaking and shick dissipation. B
piving these processes appropriate weights optimal wind fields could be retrieved.

A weak point of the VIERS model is that its performance depends critically on

3

by
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the precise parametrization of fi,;, and @ (as
theoretical guidelines what they should be. As far as a» is converned, the (]
model gives some empirical hints, which have been followed.

a function of u,}, whereas there are no

3.4 Fine-tuning of the model

Several parameters in the wave module are not fixed a priori, the most important being
Jioms @2 and cep. The model output depends gmim%%x on the precise choice of fi,;, and
ae as a tunction of w, and of ap as 2 function of the wave age. These three variahles
were the basic tuning parameters.

For the final fine-tuning the following procedure was adopted.  About 30.000 oy
triplets, measured with the H?‘m scatterometer at 6 November 1991, together with
collocated WAM information on the spectral peak {period of the dt?fiiiﬂﬂié'{ WaAVES )
were fed into the inverted VIERS model. The produced model winds {magnitude and
direction} were plotted against collocated winds caleulated 1 by the numerical wether
;.@zwiz{fmn model at ECMWF. The tuning parameters fi. as and ap were chosen in

such a way that the average bias and variance (between VIERS and ECMWE winds)
were as low as possible and the spectra of the wave module of the hest t gquality, This
method ensures that the VIERS and ECMWF winds are compatible in a statistical
sense. The resalts of the tuning exercise can be found in the final VIERS-1 report (P

Janssen et al., 1995).



4  Model validation

tical sense againg

o

The VIERS modelwinds have been walidated in a stati

data at two other dates; in addition a qualitative compa

ian Sea showed good model performance (P Janssen et al., 1005).
However, a major defect in &-space has been detected (P };}.fawzz; et di 19953,

it turns out that if VIERS modelwinds are used to generate (in the inte s§m§ ative

seatterometeralgorithimd og’s, the latter deviate from measured oy's. ’.i%m misfit has

5

heen tackled in the SATVIEW project.

on with sy ;u;}m windfields

i

in the Norweg

3

4.1 A measure for model imperfection

The error statistics of the radar backscatier measurement are such that the three beams
are vonsidered to be independent and that the absolute {i.e. not in dB) op 15 a Gaussian
variable with a 5% standard deviation. It is assumed that the ervor statistios of the
ECMWI mami les Upee and ¢pe also follow the Gaussian law {standard deviation 2
m/s vespectively 209

{xiven the error statistics, the distribution of the minlmum of the cost function,
D, can be calculated for a perfect model. In practice an actual model may not be
perfect. This manifests imaii it a shift of the distribution of Dy, towards higher costs,
The smaller the shift, the better the model.

This qualitative idea can be put into a quantitative measure as follows. Assume
that the statistics of the minimal cost Dy, 18 determined by n independent Ganssian

vartables &,

4&:

Je—
~

"' iy

w?;’f TE{{‘;

s the normalized deviation due to measurement ervors between mode] variable 7 and

;.z(fi: nal measurement, < 4§ ,
An elementary result in statistics states that the distribution of D? | is chi-square
with 7 degrees of freedomy. This result s valid if 1 hi:? assurption of Gaussian variables
is justified and if the model at hand is perfect.
Nevertheless in practice the actual distribution mav deviated from the theoretical
' med that all svstematic

one. The diserepancy s due to random model errors |

PITOrS are Q;EEZ?H.§§<E§,,(‘.{3_; that widen the distribution m‘{'ﬁ};

may introduce evrors. In stead of unit variance W 1 [7, where
F7 s the additional variance due to fluctuating mmiw% evvors {these are assumed to

be Gaussian and statistically independent from the meusurement ervors). The model

il have <

ervor in the i'" model variable may now be defined as /; times the measuremeni ervor
in the i'" variable.

20}



4.2 Model comparison

Both VIERS and CMOD4 have been well-tuned to the FOMWT winds, Bui how
do both scatterometer models veproduce o, triplets? The histograms for the minim:
eost Dy, zive the answer,

As one can see in figure 2 the

than the VIERS model
well, this means that the

CMOD4 model has sy
As both models reproduce the F

g 1

CMWE windfield equally

e

» CMOD4 model reproduces the og triplet better than does
the ‘\, TERS muodel
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Figure 2 Normalised his

stograms of minimal cost
lution ).

for VIERS and CMOD4

{low reso-

It can also be seen in figure 2 that there is » significant gap with the perfect
model. However, this gap is primarily due to the low sa..whzz.‘;{}n of the inversion tabl
a8 a‘%iwn’i%f’sd % ' '“4‘%—"{‘?-'%{}?} 2.4. f-%i 31%;;;?39? resolution the gap r%i@n%%’;iﬁhw

1 ang

] 33 YOI i’% 50 m% %m it can be concluded that
winds

bot ?a f’rmdﬂ?% n‘u‘;w‘%r*i ?w W ,‘K»‘} ’%“%‘?
“better than the ERS-1 oy’s. Clearly the CMOD4 model gives a better repro-
duction of the oy triplet than does VIERS. Tn quantitative terms one mg; say that the
model error in reproducing oy is about 6.5% for OMOD4 and about 1

3
fru

% for VIERS,

ematically lower overall costs



H

| model < AJy
perfect |
CMOD4 2
VIERS 7.6
| SATVIEW 2

total

1.0

P ERLE 11

33 1.8 1 257
7 !

1.87

Table 1: Mean minimal costs at 911106 {(N=29752, high resolution).

model Sy > L Oy Ly Yy > total
perfect .00 i L0 1.00 5.0
CMOD4 2.22 3.4 2.5 & 146 1 105
7 7
i 3

VIERS 730 878 7 1.47 1 288
SATVIEW 1.99 3.29 2.06 2 1360 104

Table 2: Mean minimal costs at 920310 {(N=30049, high resolution).

Note that we have also included the results of the SATVIEW model in table 1 and
2; the discussion of these results will however be posiponed till the next section. A final
note concerns the relative high values of < Q¢ >, < ¢y > and < ¢ > with respect
to < {Jy > and < (Js >. This is caused by the inversion procedure that assimilates
FOMWE wind-field data. If these daia are discarded and a cost function that only
contains (1, Qs and (3 is used, the values of <y >, < s > and < (J3 > may drop.
This matter will, however, not be further investigated here,



5 The SATVIEW approach

It is well-known that measured triplets of normalized radar e
number approximately fall on a mzswféaf}.ﬁ{.’nﬂ&;«;;:gﬂi cone-shaped manifold in Fspace. A
triplet may be denoted by {0y, 00, 03}, where the o's respectively vefer to for-, afi- and

section through the plane o) + oy = constant produces a ring- or

sections at fixed cell

mid-heam. A cro
egg-shaped scatter plot with axes spanned by oy — ¢y and oy,

An adventious and simplifying circumstance is that the eg
circles il a logarithmic seale is introduced, Le. in the variables = (o, — ay}/{oy + o3}
and y = In{oy /{0 + 03)) an almost circular scatter plot ii»; (;Etzé;&me{i.,

A scatterometer algorithm should be calibrated such that its model manifold coin-
cides with the center of gravity of a large number of zzwaaaimi triplets. For the VIERS
algorithm this condition is not comp sletely fulfilled: the model circles are in some cases
smaller than the measured ones. Nevertheless, the VIERS algorithm produced wind
fields with realistic frontal structures (P, Janssen et al., 1 995).

This paradoxical state of affairs can be understood z{om» considers the usunal wind
retrieval procedure. A measured triplet is projected onto the model manifold to obtain
its model i'@iii‘ii’%’l’;‘}m‘i‘ In the xy-plane in J-space this amounts to projection on a circle.
The direction of projection corresponds o the retrieved wind direction, and it is obvious
that this direction is independent of the size of the circle. Hence a mismodelled cirele
doesn’t deteriorate the retrieved wind direciion.

The simplest scatterometer algorithin, which neglects the upwind-downwind asym-
metry, is of the fu%i{..}wzrzg form.

gs may be turned into

i

o = by(1 + by cos(24)) {42)

i

The coefficients by and by depend on wind speed and cell number {or incidence angle),
whereas ¢ is the azimuthal angle between radar lookdirection and windvector.

I terms of this model function the above paradox can be rephrased as follows: for
wind retrieval the parametrization of by is not very critical. However, this message
should not be considered as a permit not to go for the hest by- parametrization.

The above equation provides an approximate description of the directional proper-
ties of radar backscattering. Through the Bragg mechanism the radar divect tionality is
related to the directional distibution of the resonant water wav es, the spectral function
Do) of which may be described by

D{evy = ;;}wz\i + 2ay cos{2a)) {43}

In case of pure Bragg scattering one would have 2a, = by,

On physical and practical grounds the anisotropy coefficient o 2 in the VIERS model
has been allowed to only depend on wind speed, such that inereased wind spead implies
increased anisotropy. The background for this simpli fving description was that there
is no obvious manageable physical process that would cause the directional properties
of waves of different wavelength to be different {the full non-linear interaction source
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a nop-economical amount of computer power). However, an additional

term requires
dependence of as on resenant wavelength {(or equivalently on cell number or incidence

angle} is clearly needed in order to reproduce the full cone-struciure in d-space.

The usual and appropriate way to monitor the wudm% of-fit of measured and
modelled triplets is by means of g cost function: a misfit manifests itsell in high costs.
The SATVIEW » 35;&%{%& to eliminate the velaiive high costs of VIERS cyele 2.0 consists
of several steps. First ERS-1 scatterometer data ""%hwz with fa)iiz){,.m;»*(é EC 1?% ¥
wind field data have been used to obtain the coefficient by at different wind speeds
and incidence angles {cell numbers). Taking s 'W :'is{aw of 100 points at nearly
constant o -+ oy (henee at nearly constant w%m% gwm’i? in the cy-plane (see above), we
have determined by as the civcular radius having minimal costs. The diserete set of by-
alues thus obtained is then, with the use of an appropriate function, parametrized in
tertns of wind speed and radar incidence angle. This route vields an objective by, which
is to be preferved to the subjective approach followed in {Stoflelen and Anderson, 1995},
Subsequently, the optimal f;> parametrization is equalled to two times the directional
anisotropy coeflicient a4, and build in into the VIERS model. Finally, a retuning
exercise 1s needed to ensure that the VIERS model produces realistic wave spectra and
wind Helds.

The following ao-parametrization has been obtained.

ay = Uy exp{~8U%) {44)
with ¢ = 00525, o = 1, § = 65exp(~5.78) and v = 0.2 + 14868 — 0.273. The

incidence angle # is in mziian-« A gmp% sm% w;z;mvnédé on of this parametrization has
been depicted in figure 3; the lower curve is at ¢ = 257, subsequently # increases with
57,

It can be clearly seen that there ig a considerable wind dependence of a,. Resonant
waves corresponding to high incidence ’mﬁ'im get progressively directed at increasing
wind speeds up to 10-12 m/s; at higher wind speeds wave spreading is enhanced and
a diminishes.

The above ay replaces the original VIERS parametrization {os = 0.097 + 0.085u., +
0.059 tanh{20u, — 2.93)). Due to the high complexity and parameter sensitivity such
an operation requives an extensive retuning of the model parametrizations to ensurp
te satisfy all physical and practical condi-

that wave spectra, retrieved winds and o«
tions. An ierative procedure was followed in which the key parameters fig,, 75 and ap
were first selected to produce well-structured wave spectra. Subsequently o statistical
analvsis of retrieved winds and histograms of minimal costs {cfl section 4.2) was per-
formed. The emerging picture in combination with the known interdependence of the
various parameters vielded the direction to further optimize the tuning parameters, in

particulay fign, 75 and ap.



G40 ] i ; §
.
0,30 - S T
3 & o BOE B Ij P .
5w g oo o, 0 oa
o © By b4 .
5] b ;
I =D
P s ] o
_4 b O 5 5o :
f" (SR Copom [ S o P - b g% .
3 B . e} B ey :,; %
& ozof ey ew "898 2y
& o AT T« I < I H o oom
N o oo 90 woB B oo g 8 3 B B 4
] - - 02 o ot 8 - PR = Lo ] e
o st P £ o 4 m B
H o n e g 27 s oo 2T o
5 3 o B o o O o
R B 5 O o @ [
B, L B L P
. > g 2
010 B . o o
& = oo
% 3
0,00 : } ;
& 5 1 124 20 25 38
LG mg
Figure 3: SATVIEW aq-parametrization. (#=25,30,35,40,45,50,55.60) }

After i?\‘(}iﬁﬁ' through this ('.‘_;’i,izé? several times the {{}Q{)W'iﬂi{ arametrizations were
£ & & b
obtained.

T RN ¢y sy 4355 RPN

fioin = 35 ;"u.j exp{—2.305u") {45)
Ty = 6.58 4+ 5.55 tanh{10u, — 4) {46}
cep oms (1,1367078 (47)

The improvement in terms of total costs of the SATVIEW parametrizations com-
pared to the original VIERS parametrizations, has heen graphically demonstrated in
f‘if"m'i-w 4 and b, where the mo;%(? costs of ,ap;kff;xmmt ly 30,000 datapoints collected

t November 6" 1991, which appears to be a statistically representative sample, have
Ewef,z plotted as normalized his stograms.  In figure 4 the misfit of VIERS is cloarly
visible, whereas figure 5 suggests that the SATVIE ’iﬁ fit is as good as the CMODA

parametrization.,

A quantitative summary of the individual costs of the s”“@irwngg models can be
found in the tables 1 and 2. These data cl sarly ‘%f%rs‘za_m:ah:‘ the good representa-
tion in backscatter space of the SATVIEW model: ?%.«X.".E"’V?EZ% performs comparably
with CMOD4,
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In the figures 6, 7 and 8 the statistics of retrieved wind speeds have been presented.
In order to visualize the density of points in these plots, contour lines of equal density
(mumber of points per square m/s} have been drawn. The algorithms of CMODA4,
VIERS cycle 2.0 and SATVIEW all produce, in the statistical sense, wind speeds that
are compatible with collocated ECMWE ones and have about the same amount of
scatter. The same picture emerges for the wind direction. In the figures 9, 10 and
1 we have plotted retrieved wind directions versus ECMWTF wind directions for the
CMOD4, VIERS cycle 2.0 and SATVIEW algorithms respectively,
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Figure 6: Scatterplot of CMODA4 retrieved winds vs. ECMWF winds (high resolution).
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Figure 7: Scatterplot of VIERS retrieved winds vs. ECMWF winds (high resolution).
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Figure 8 Scatterplot of SATVIEW retrieved winds vs. ECMWF winds (high resolu-
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Figure 9: Scatterplot of CMOD4 retrieved wind directions vs. ECMWF wind directions

{(high resolution).
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Figure 10: Scatterplot of VIERS retrieved wind divections vs. ECMWT wind directions

(high resclution).
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Figure 11: Scatterplot of SATVIEW retrieved wind directions vs. ECMWF wind di-
rections {high reselution).

Finally, we picture the SATVIEW model wave spectra for the wind speed range 1
- 30 m/s. In figure 12 the 1-D frequency spectra have been si sicted. Tt can be seen
thai the peak fzmgzwﬁm shifts towards lower frequencies at <‘3ff,%&:t:.§ng wind speeds,
and that the spectral tail level rises as the wind speed En(if’*%ﬁ%i:“% Another realistic
feature is the quenching of the tail at low wind speeds (1 - 5 m/s). In figure 13 the tail
structure %w heen szmmnfw? by plotting the spectral saturation parameter Hg,,, where
Bow = 25 fPE(F)/{29°%). In comparison with the VIERS spectra the SATVIEW
spectra are of a better quality. On the one hand this is due to a better émz%szgq but on
the other hand the calenlation of the spectra is done on g finer grid (300 grid points
instead of ondy 100
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Figure 12: SATVIEW 1-D frequency spectra at ['10=:15,10,1 15,20,25,30.
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6 Conclusion

The physics of scatterometry includes a number of processes: electro-magnetic tnterac-
tion of radar beam and water surface, turbulence in the atmospheric boundary-laver,
the formation of water waves due to wind, their destruction due to breaking and viscos-
ity, the angular dispersion of water waves and other transformations due to non-linear
interactions. Not all of these g ses are equally well understood. Concerning the
backscatter process, it has been ﬁj‘ili’rdﬁ‘& accepted that a two-scale Bragp description
i$ a good approximation and this has been confirmed by the VIERS oroject.

The interaction between atmosphere and ocean, and in particular the dynamics of
water waves, pose more theoretical problems. In VIERS a framework based on a four-
term energy balance equation for the 1-D elevation spectrum of resonant water waves
has been adopted, which seems to work. However, it is not clear why it works: because
it is fundamentally sound, or because the delicate tuning of unfixed parameters made

it work.,

The process of angular wave spreading had only been very roughly parametrized in
the VIERS model, resulting in misfits in F-space. In the SATVIEW project the direc-
tional properties of the ERS-1 scatterometer have been thoroughly investigated. On the
basis of this empirical information we have manufactured a better parametrization for
angular wave dispersion. It should be borne in mind, however, that the physics of this
process has not been explained, only an empirical parametrization has been obtained.
Hence, the SATVIEW algorithm is a semi-theoretical, semi-empirical model.

From a practical point of view {wind retrieval) the performance of the SATVIEW
algorithmm appears to be fully satisfactory: its statistics are comparable with the oper-
ational CMOD4 model. What remains to be done, however, is to further investigate
the physics of gravity-capillary waves, and in particular the process of angular wave
spreading. Once there is more insight into these matters, one can go for a full physical
scatterometer algorithm.
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