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Abstract

The spatial variability of the liquid water path (LWP) is &wmed from a large-eddy simulation
of the diurnal cycle of stratocumulus clouds as observethdIRE I. In stratocumulus clouds
the temperature and the total specific humidity cannot fatetindependently but are tightly
connected to fluctuations in the liquid water potential terapure. If the latter are relatively
small, a strong positive correlation between the tempegatnd the total specific humidity can
be expected. The effect of temperature fluctuations on thlymituale of liquid water fluctuations
must be considered to properly compute the LWP distributisstratocumulus clouds.

The simulated stratocumulus cloud fields are used to conmpetalbedo inhomogeneity
factor y according to the effective thickness approach. During thetde mean LWP decreases
due to shortwave radiative warming. Also, the probabiligysity function for the LWP becomes
positively skewed due to cumuli that have their base welhlsghe mean stratocumulus cloud
base height. For this situation the inhomogeneity fagtabtains a minimum value of about
0.85. For a solid (unbroken) cloud with an assumed Gaussstibdition for the optical depth
we find that the minimum albedo bias factor will be about 0.&isTminimum value for the
inhomogeneity factor, and the LES results are larger thported from FIRE | observations by

Cahalan et al. (1994).



1. Introduction

A cloud layer which exhibits horizontal variations in thguid water path (LWP) will typically
have a lower cloud albedo than a plane parallel cloud thatkastly the same volume mean
cloud liquid water path and microphysical structure (Haestlhan and Randall, 1985). This
plane parallel albedo bias arises because the albedo ofidyctmlumn is a convex function of
the cloud optical depth.

Large-scale models that do not have information on the sdilvgriability of the liquid water
path should therefore correct for the albedo bias factodasepparallel clouds will invariably
have larger cloud albedos. Cahalan et al. (1994) analyselgeries of marine stratocumulus
LWPs observed off the coast of California during the FIRE perkment. They showed that
the observed albedos can be reproduced with the plandgbaakulation if an effective cloud
optical depthr, s is used, according ta.; s = x7. During FIRE, the inhomogeneity factor was
estimatedy = 0.7 (Cahalan et al., 1994). The use of this reduction factorctvis also refered
to as the effective thickness approximation (ETA), was enmnted in the ECMWF model by
Tiedtke (1996). However, Pincus et al. (1999) studied shigeovations and satellite imagery
of stratocumulus in the same region and found a much smadlieda bias effect. The use of
a constant reduction factor is questionable as its pre@sgewdepends on the mean and the
variance of the cloud optical depth, which are controledh®ytioundary layer turbulence and
the large-scale atmospheric circulation (Barker et aBg612.0s and Duynkerke, 2001; Rossow
et al., 2002; Bauml et al., 2004).

The McICA (Monte Carlo Independent Column Approximationgtirod is a fundamen-

tally different approach to incorporate the effect of cldumtizontal inhomogeneity on radiation



(Barker et al., 2002; Barker and Raisanen, 2004; Pincud. eR003; Raisanen et al., 2004).
This method is based on the generation of a cloud field on aroely-column basis while
conserving the same value for the mean column liquid wattr. péhe cloud generator uses
information about layer cloud fraction, vertical overlapctoud fraction and cloud condensate
for adjacent layers, and density functions describingzomtial variations in cloud water con-
tent. The Independent Column Approximation (ICA) assurhasthe radiative transfer can be
computed for every single subcolumn, which eliminates #edrto correct for the albedo bias
effect. The accuracy of the McICA procedure critically dege on a precise estimation of the
subgrid variability of the liquid water path and the clouddtion.

In this study we analyse the effect of humidity and tempeeafluctuations on the cloud
liquid water variability. We analyse results from a largihe simulation (LES) of the the di-
urnal cycle of FIRE | stratocumulus. This case was set up asd@ehintercomparison case
in the framework of the EUROCS project (Duynkerke et al.,£0070 allow the formation of
mesoscale fluctuations by boundary-layer turbulence thelation was performed on a large
horizontal domain of 25.825.6 kn? (De Roode et al., 2004). The motivation of this research
can perhaps be best illustrated from the LES results diedlaty Figure 1. It is clear that that
the modeled LWP, the in-cloud total water specific humiditg temperature and the liquid wa-
ter content exhibit nearly identical spatial structuresctdn 2 discusses in more detail some
statistics of the LES results and compares them to obsengateported by Wood and Taylor
(2001). The effect of temperature fluctuations on liquidexdluctuations is discussed in sec-
tions 3 and 4. The diurnal variation of the inhomogeneitydag is computed from simulated

FIRE | stratocumulus fields and is presented in section 5ti@e6 summarizes and discusses



the major findings.

2. Large-eddy simulation of the diurnal cycle of stratocumuus as

observed during FIRE |

a. Experimental setup

The diurnal cycle of the FIRE | stratocumulus case is ingaséd from results obtained with the
dutch atmospheric LES (DALES) model. A large horizontal @é@m(25.6x 25.6 x 1.2 kn?)

was used with a horizontal (vertical) grid space of 100 (20)The model solves prognostic

equations for the liquid water potential temperatdye= 6 — Ci’ﬁql, the total water content
gt = qv + ¢ and theu, v andw components of the wind velocities. Hdile= 7'/6 indicates the
Exner functiong, (¢;) is the (liquid water) specific humidity), is the potential temperaturé,,

is the latent heat of vaporization, is the isobaric specific heat for dry air, and=1/e — 1 ~
0.608, wheree = R,/R, the ratio of the specific gas constants for dry air and watppra
Note that in the absence of cloud liquid watér,= 6. The LES model does not take into
account drizzle, in which case the quantitfegndg; are conserved for adiabatic processes that
involve condensation or evaporation. The simulated steatmilus cloud layer studied here can
therefore be best regarded as a polluted cloud, which idikedg to produce precipitation than
stratocumulus in a very clear environment. The grid-box mefathe liquid water content is
diagnosed from the grid-box mean valuesfpfand ¢;. We use overbars to indicate the slab
average over the horizontal domain of the model, and primeenhote the deviation from the

horizontal slab mean, e.g; and®);.



The initial (thermo-) dynamic state was based on radiosaiervations of temperature
and relative humidity vertical profiles collected duringgtRIRE | stratocumulus experiment
(Duynkerke et al., 2004). The effects of large-scale haotizbadvection and radiative flux
divergence in the free atmosphere were accounted for bynived fixed, height-dependent

tendencies. In addition, the large-scale subsidence rasevescribed.

b. Simulated evolution of the cloud layer

The simulated evolution of the stratocumulus cloud bouedaare displayed in Figure 2. The
cloud top is capped by a very strong inversion. The graduakase of the cloud top height

during the night and a lowering during the day reflects a cditique between the large-scale

subsidence and the entrainment rate. The boundary layghthsiin a steady state if the en-

trainment rate balances the large-scale subsidence. fitiettnds to advect the boundary layer
height downwards, whereas turbulent mixing of free atmespAir into the boundary layer acts
to counteract this process. During the day absorption @rsaldiation warms the cloud layer

which causes a weak stable stratification near the base afdbd. As a result the turbulence

intensity in the cloud layer weakens and the entrainmestdatreases.

Because the cloud top is capped by a stable inversion ldyestandard error of the cloud
top height is quite small indicating a rather homogeneowsiaipdistribution of cloud top
heights. On the contrary, the mean cloud base height showh targer fluctuations with time.
However, notice that after about 10 hours simulation tinegrtials that are triggered from the
surface reach saturation at almost a constant height, dsecsgen from a nearly constant lowest

cloud-base height.



The mean cloud liquid water path (LWP) is defined by

Ztop
LWP = po / qi(2)dz, )
0

with py the mean air density (which is necessary;ihas units kg/kg rather than kgm), and
Zop the top of the LES domain. The mean LWP is maximum during tig@trénd minimum
during the day. Notice the relatively large maximum LWPshe LES domain during the
simulation time, which can be explained from cloud colunira have a relatively low cloud
base and a top close to the mean inversion layer height. Thaitpidots of the simulated liquid
water path probability density functions (PDFs) are digpthin Figure 3.

Figure 4 shows the temporal evolution of the skewness foliqoel water path,

LW P’
Siwp = — (2
LW P2

and likewise for the total specific humiditys{,) in the middle of the cloud layer at 450 m.
During the first night (0-8 Local Timey . p IS negative, but during the second night its near
zero values indicate that the PDF of the LWP is more or lessvsgtmic. The positive values
for Sz p during daytime are due to thermals that become saturatddelelv the mean cloud
base height. Positive valugs,yi-p are accompanied by positive values )y in the middle of
the cloud layer. These results are similar to FIRE | obs@watanalyzed by Wood and Taylor
(2001). They showed that for the case where the mean LWP i$ antbithe cloud-base height

distribution is fairly broad the observations exhibit aifiesly skewed distribution for the LWP.



c. Spectral properties

Figure 5 shows energy density spectra of the LWP at fourréiffetimes. These spectra were
obtained from a Fourier transformation, which provides a-tlimensional matrix of the (co-
)spectral energyF(k,, k). The spectral energy density = E/dk, with dk the wavenum-
ber interval. The energy density spectra shown in the figueepbotted as a function of the
wavenumbek = \/m The minimum wavenumbeék,,,;, = 1/25600 m~! is determined
by the horizontal domain size of the LES model. From the siththe simulation the LWP
variance at the largest length scales gradually grows with.tAfter 36 hours simulation time
the LWP spectral energy is maximum at the smallest wavenuri@od and Hartmann (2006)
found from MODIS data of marine low cloud over the easterrirgytical oceans that the LWP
spatial variance is dominated by horizontal scales of 18s80where larger length scales are
indicative for mesoscale cellular convection. Note thaé itarge-eddy simulation the growth
of fluctuations at the mesoscales is due to turbulence ctaweanly (Jonker et al., 1999; De
Roode et al., 2004).

Energy density spectra far, ¢; andé, in the middle of the subcloud layer and the middle
of cloud layer at t=36 Local Time are shown in Figure 6. Figbeceshows that the temperature
and total specific humidity exhibit a strong positive caatign in the cloud layer. Observations
collected in the subcloud layer of various stratocumulusesaanalyzed by Wood and Taylor
(2001) show negative correlations at scales larger thabdhedary layer depth. The LES fields
in the subcloud layer also indicate negative correlatiatg/ben the total specific humidity and
temperature at all length scales (see Figure 6c). Thistreznlbe qualitatively understood from

the vertical flux profiles (not shown here). In the simulasiaihe buoyancy flux tends to become
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negative above the middle of the subcloud layer up to thedchmse height, whereas the total
specific humidity flux is positive from the surface to the ddop. These flux profiles are quite
common in stratocumulus cloud layers (Nicholls, 1984).l&ac unsaturated air fluctuations of

the virtual potential temperature are, to a good approxonagiven by
0, =T +0.610,q". (3)

Therefore, for parcels with,, < 0 andq’ > 0, this means thal” < 0 in order to satisfy (3).
Note that in the subcloud layer the spectral variance oféngperature is slightly larger than

that of the virtual potential temperature. From the expogsabove we can derive
02 =T +(0.610,)*¢* +2-0.610,T'¢, (4)

from which directly follows that the temperature and thecsipe humidity must be negatively

correlated if the sum of their respective (spectral) vargans larger than the variance®f

3. Temperature and humidity correlations in the stratocumuus cloud
layer

a. LESresults

Figure 7 shows that the LWP angin the middle of the cloud layer (at 450 m) are well corre-
lated. Relatively large; values correspond to larger LWPs, and vice versa. Duringlalyehe
slightly curved shape in the scatter plot@fand LWP fluctuations is due to a more inhomo-
geneous cloud structure with cumulus clouds penetratirgjadively thin stratocumulus layer

above.



Figure 8 shows scatter plots @f andg; in the middle of the cloud layer. Relatively moist
air parcels appear to be relatively warm, and vice versaattiqular during night-tim&” and

q; satisfy an approximate linear relationship,
T/ = CqTqév (5)

where the factot, represents the slope of the linear fit shown in the figure.
To calculatey; fluctuations fromy; fluctuations one needs to account for fluctuations of the

saturation specific humidity, ,, according to
4= —dy=a — dsar(T). (6)

Fluctuations in the saturation specific humidity,; can be calculated from temperature fluctu-

ations according to the Clausius-Clapeyron relation (blish1984)

o= () 1 =1, @
with v = %. In the middle of the cloud layer the mean temperature is ab2u C and
v~ 0.6 g kg~* K~1. Using (7), and substitution of (5) in (6) yields an expreasor ¢/ which
depends om; only,

q = q; (1 = veqr) = By, (8)
which defines thé factor. Figure 9 shows that the PDF fgris much broader than fag, which
indicates thats < 1.

The fact thaty; andT are well correlated can be understood by considering theesgjpn

for the liquid water potential temperature fluctuations,

L L, . L
b1=0——a=T0+—7)——dq 9
P P P



where we used Eqgs. (6), (7) and the approximafién~ ¢’. Temperature fluctuations can
therefore be written as

T' = A0, + Buaq,, (10)

which explains why in the cloud laydr andg; can not vary independently. The factdy, =
(1+ ﬁ—:'y)‘l depends weakly on the temperature and has a value of aboiut tbe middle of
the cloud layer, and,, = £2(1 + £27)~"' ~ 1000 K.

Figure 10 shows that the variane,—ﬁe_{2 is much smaller thafi”2. In that case, one may
approximate

T' ~ By, (11)

The slope in the scatter plot gf and7” for the nighttime case displayed in Figure 8 is about
equal toB,,.
In cased, fluctuations can be neglected, a comparison of (5) to (1lyslioat thed factor

can be expressed as,
Blo—o = (1 = ¥Bu). (12)

In the middle of the cloud |ayelﬁ‘9£:0 ~ 0.4. Thus, according to (12) the magnitude ¢f
fluctuations is more than halveddf fluctations are ignored rather thdrfluctuations. We have
used the LES cloud fields to directly compute théactor as defined by Eq. (8). The facigs
was obtained from a linear fit of the total specific humidityd@aemperature in the middle of
the cloud layer. Figure 11 shows a weak diurnal variatiorhef factor. Overall, the3 factor
has values rather close to 0.4. This means that for the FIRESé the effect of temperature

fluctuations on liquid water fluctuations should not be netglé.



b. Analysis of flux profiles

Vertical turbulent fluxes of; andg; at the stratocumulus cloud top can be diagnosed straight-

forwardly from the so-called flux-jump relation (Lilly, 188,

WPp = —we x A, (13)

with A the jump ofy € {¢;, 0;} across the inversion and. the entrainment rate. The entrain-
ment rate (ms!) is the rate with which turbulent eddies mix air from just e®dhe inversion
air into the boundary layer.

If the air above the stratocumulus layer is clear, then theofathe stratocumulus cloud is
cooled because more longwave radiation is emitted thansigrbbd from above. The vertical
divergence of the net longwave radiative flux near the tofhefdioud layer is typically about
AF;, ~ 70 W/m?, and occurs in a layer of only a few tenths of meters thickt Bakw the
layer which is radiatively cooled (we will indicate fluxesthts level by a primed subscrigt)

the vertical turbulent flux of; can then be expressed as (Nicholls, 1984; Stevens, 2002),

AF
= —weAfy + —F. (14)
PoCp

10/
w0,

This formula is valid for a boundary layer that is in a qudeisly state, meaning that the tem-
poral change of the mean éf and ¢; is constant with height. Furthermore we assume that
the depth of the radiatively cooled layer is sufficiently dnraorder to approximate the total
humidity fluxrqu, by the flux-jump formula (13).

Using Eqg. (10) we can express the temperature flux in the dbyet as

W' T = Ayw'0) + B,uw'q,. (15)

10



To explore which of the two fluxes on the rhs of (15) dominakestemperature flux we define

the ratioR,
wT  Ayw't

R — = —
Byw'q,  Byw'q,

(16)

The quantityR is unity if the contribution of the liquid water potentialngerature flux to
the temperature flux is zero. If we use an entrainment pasination, the value oR near
the cloud top can be computed. Moeng (2000) presents anrentat parameterization for

stratocumulus clouds,

0.20'0y + £EL[2.5 — 2exp(— /b, LW P)]
We = A, ;

(17)

with b,, = 0.9m?kg~'. Note that Moeng’s parameterization depends only\@p the potential

temperature flux at the surfaeg€6’y, and AF;, whereas other entrainment parameterizations
reviewed by Stevens (2002) do also dependigp and the humidity flux at the surface’q],.
Substitution of Eq. (17) in (14) yields,

AFT,

PoCp

10!
w0,

= —0.20'0y — [1.5 — 2 exp(—+/by LW P)]. (18)

Using the entrainment rate parameterization (17) and thxejdimp relation (13)R can be
computed as a function of the inversion jumfyg; and Ag,. We usedw’6’y = 0.01 Kms™!,
AFp, = 70 Wm~2, and LW P = 0.150 kg m~2 to calculate the results presented in Figure
12. The inversion jumps of the FIRE | stratocumulus case k@ @epicted in the figure. In
particular for humidity jumpsAg; < —2 g kg~!, R is positive and is rather close to unity.
This implies that near the top of the cloud layer the tempeeatiux will be dominated by the
total humidity flux. In that case the correlation betweentdraperature and the total specific
humidity will likely be positive.

11



4. A simple model to predict LWP fluctations from the total specific
humidity

On the basis of the LES results we develop a simple model wigirthe PDF of LWP that
uses an assumed distribution of total specific humidity flattbns. In a large-scale model the
latter may be computed by parameterizing the prognostiatemjufor the total specific humidity
variance (Tompkins, 2002).

First of all, we assume that the vertical profile of the liquidter content in any cloudy sub-
column in the LES domain is given by a "pseudo-adiabatic” mapiid water vertical gradient
«a that is based on the actual modeled mean liquid water pEtP. With aid of (1) the slopex

can be expressed as,

LW P N
- = — IWP = ~poadl’, (19)
poH 2

with H = z; — %, the mean cloud-layer depth. For a vertically well-mixe@stcumulus layed
will be close to the moist-adiabat. For a constant slafiee pseudo-adiabatic maximum mean

liquid water is proportional to the mean cloud depth height,
Qmaz = oH. (20)

As a next step, we have to predict the vertical variationagpfitl water fluctuations in cloudy
subcolumns. From the LES results we have computed the subnolertical mean liquid water

fluctuation according to,

o g)  FEplae.. ) ~ @)
Qi\r,Y) =

Ztop(wa y) — Zbase (1’, y)

(21)
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Fig. 13 shows thaliy;] correlates well with the subcolumn liquid water content tiliationg; in
the middle of the mean cloud layer. We use this result to asghiat the liquid water content
fluctuation in a cloudy subcolumn can be approximated to Instemt with height, except near
the cloud base where the liquid water content increasearlineith height (see Figure 14 for a
schematic).

Third, like Considine et al. (1997), Los and Duynkerke (20&0d Wood and Taylor (2001)
we will assume that the stratocumulus cloud-top heightatlity is negligibly small. Accord-
ing to the LES results shown in Figure 2 this is a justifiabkuasption for the FIRE | stratocu-
mulus case. For an arbitrary cloudy subcolumn the maximguoidiwater content; ,,,,, can
then be written as

ql,max = mmax + QI,' (22)

Let us write the local cloud depth & = H + H'. Because the vertical gradientapplies to

all cloudy subcolumnsy; .4, = af, and from (20) it follows

/

ai. (23)
(6%

H =
Similar to Eqg. (19) the local LWP can be expressed as

1 — —
LWP = Spoa(H + H')? = QP—O(aH +q)) (24)
(6%

After subtracting the mean LWP we obtain,

LWP' = poHg|+° ;‘2 : (25)

With aid of Eq. (8) we can substitute ogftfluctuations,

2
po3%q,

LWP' = poH g, + =
(6

(26)
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The first term on the rhs of Eq. (26) givés$V P’ = poH 3q;, which is proportional to the area
of the parallelogram with heightf and width3q,. Likewise, with aid of Egs. (8) and (23) the
second term can be rewritten A8V P’ = poH'[3q; /2, which is proportional to the area of the
triangle having a heightf’ and width3q;. If 3 > 1, then cloudy subcolumns are relatively
moist and cold (or dry and warm), causing liquid water confrrctuations to be enhanced by
a local colder (warmer) temperature, and vice versgfer 1.

Examples of actual and constructed PDFs for the LWP fluainatare shown in Figure 3.
The total specific humidity fluctationg are taken from the LES results at a height of 450 m,
which is at about the middle of the cloud layer. Thdactors were computed from linear fits
of the temperature and total specific humidity, accordinth&results shown in Figure 11. The
reconstructed PDFs for the LWP agree satisfactorily wethlie actual LWP distribution. If
we neglect temperature fluctuations by usihg- 1, then the reconstructed PDFs for the LWP

become much too broad.

5. Albedo bias

The delta-Eddington radiative transfer equation (Jos¢ph,e1976) and the I3RC Monte Carlo
model (Cahalan et al., 2005) were used to compute the albfedlmsinstantaneous, hourly
simulated FIRE | stratocumulus cloud fields. The delta-Bgttin method is a computationally
cheap means to compute radiative transfer through a haatiphomogeneous cloud, whereas
the Monte Carlo model utilizes the full three-dimensiontlisture of the cloud field. The
delta-Eddington model was used to compute the plane placétled albedoAppy from the

horizontally slab-averaged value of the liquid water pdthe optical depth- of the cloud was
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calculated according to

3LWP
T=—
2 pure

: (27)

with p,, the density of liquid water and, = 10u a constant cloud droplet effective radius.
To focus on the effect of the cloud structure on the albedo sexla fixed solar zenith angle
0y = 53°. More details on the boundary conditions and the model paiens can be found in
Duynkerke et al. (2004).

The effect of the horizontal inhomogeneities in the cloudR\wh the mean cloud albedo
were assessed from the delta-Eddington model by computanglbedo for all 25& 256 cloud
columns in the LES domain. According to the independentraal@pproximation (ICA) the
mean albedo of the horizontally inhomogeneous cladig-(4) can then be obtained by hori-
zontally averaging the albedos of all cloud subcolumns. dlbad inhomogeneity factoy is
determined by finding the optical depth; for which its plane parallel albedo corresponds
exactly to the mean albedo for a horizontally inhomogenezboigd according to the ICA ap-
proach,A(r.rs) = Arca such that

Te
x =4I (28)
’7’

Note that Rossow et al. (2002) define the inhomogeneity ffacte 1 — x. The mean cloud
albedo @A) was also computed using the full three-dimensional liguéder content fields
as input for a Monte Carlo radiative transfer model. Noté ths model uses the same model
parameters as used for the delta-Eddington calculations.

Figure 15 shows that the differences in the inhomogeneitipfa computed from the delta-
Eddington and the Monte Carlo models are less than 0.02. ifipikes that under the present

conditions the detailed three-dimensional spatial distion of cloud liquid water appears to
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be of relatively little importance. Because a fixed solaritbeangle was used to compute the
inhomogeneity factor, the temporal variationsyircan be explained only by variations in the
mean and the variance of the optical depth. According to that®lCarlo modeling results, the
factor x has a minimum value of about 0.85 during day-time when the sgt/7 is maximum.

To explain these findings Figure 16 displays isolines of tilt@mogeneity factox as a
function of the mean optical depthand its standard deviation normalized by the mean value,
o,/7. The inhomogeneity factor was computed with the delta-Egidn model where we sys-
tematically changed the width of an assumed Gaussian bgtpsgh distribution. Note that for
too large values of- negative values for the optical depth will arise, which caririerpreted
as clear air patches in the cloud layer. At this point thediagttends to decrease rapidly. The
figure shows results only for cloud fractions larger tharf0.8or a given mean value of the
optical depth, the inhomogeneity effect becomes incrgisimportant for larger optical depth
variances. We conclude that solid clouds vditk: 30 and a Gaussian optical depth distribution
will typically have an inhomogeneity factor > 0.8.

According to Oreopoulos and Davies (1998) the albedo biakefendent on the domain
size of the cloud field. This is due to the fact that the vamagoicthe liquid water path increases
with increasing domain size (De Roode et al., 2004). To ityate this effect from the LES
cloud fields, we used the most inhomogeneous cloud fietd=at36 Local Time, and divided
the LES horizontal domain into smaller subdomains, rangioim 22, 23, ..., 27 grid points. For
these subdomains we computed the variance of the optictth dep the inhomogeneity factor
x. To determine the latter, mean plane-parallel albedos wengputed for every subdomain

cloud field. Next, we averaged every set of equal subdoma@rssults. It is clear from Figure

16



17 that the total horizontal mean optical depth variancesiamges if the subdomain size becomes
larger. Also, for subdomain sizes 10 km the albedo bias effect is insignificantas> 0.95.

The inhomogeneity factors computed from the LES cloud fiatéssignificantly larger than
the value of about 0.7 found from microwave retrievals of Ld(fing FIRE | by Cahalan et al.
(1994). This does not appear to be caused by an unrealistidaged cloud structure, as the
simulated LWP PDFs compare qualitively well to the FIRE | L\Afralyses reported by Wood
and Taylor (2001). In addition, the albedo bias values cdartbfrom the LES FIRE | cloud
fields are in agreement with LES results of other stratocumaloud cases discussed by Baumi
et al. (2004). Oreopoulos and Cahalan (2005) studied satielages of marine stratocumulus
regimes, and observed valuesyofjreater than about 0.85 in July, consistent with the stgelli
values of Pincus et al. (1999) and Rossow et al. (2002). Astithted from Figure 16 values
that do not deviate much from unity are typically associabeavercast grid points. This stresses
the significant effect of the cloud fraction on the albedskRarker et al., 1996; Pincus et al.,

1999; Rossow et al., 2002; Oreopoulos and Cahalan, 2005).

6. Conclusions

Cloud fields obtained from a large-eddy simulation of therhilicycle of FIRE | stratocumulus
are studied. It is found that the temperature and the totiip humidity fields in the cloud
layer exhibit similar spatial structures as the liquid waigth. The positive correlation between
the total specific humidity and the temperature in the clayed indicates that relatively moist
air is typically warmer and vice versa. Liquid water contBattuations are found to be much

smaller than the total specific humidity fluctuations, whihttributed to the temperature effect
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on the saturation specific humidity.

We present a model that takes into account the temperafiget ef the saturation specific
humidity. In this model we calculate liquid water fluctuatsofrom the total specific humidity
and a scale factof. The g factor gives a measure of the temperature effect on liquittmwva
fluctuations. In the limit of vanishing temperature fluctoas 5 = 1. However, if liquid water
potential temperature fluctuations are negligibly smatkih be shown that should be much
smaller. In particular3 = 0.4 for the FIRE | stratocumulus case. The redugefhctor value
may perhaps also be a better assumption for other stratdesrmases. In particular, this will be
the case if positive liquid water potential temperaturetflations caused by entrainment mixing
of higherd, values from just above the inversion are strongly dimirnisbg longwave radiative
cooling near the cloud top.

The LES results are used to develop a parameterizationdoidliwater path subcolumn
fluctuations from total specific humidity fluctuations onlin a large-scale model the latter
can be computed from solving the prognostic equation fotdted specific humidity variance
(Tompkins, 2002). The presented model usesstfactor and is capable to reproduce the actual
LWP PDFs rather satisfactorily. Neglecting the effect ofiperature fluctuations leads to LWP
PDFs that are too broad.

The LES fields are also used to compute the difference bettheesbedo computed from
the horizontal mean cloud liquid water path, and the albeaket on the actual horizontally
inhomogeneous cloud field according to the Independent@olApproximation. This so-
called albedo bias effect appears to be insignificant ifitthelated clouds are optically thick, but

becomes increasingly important for clouds that have a leatje of the optical depth standard
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deviation to its mean value,; /7. This is typically the case for stratocumulus during dawyeti
The minimum value for the inhomogeneity factor as computedhfthe LES stratocumulus
cloud fields is abouj ~ 0.85.

With a delta-Eddington model we calculated the inhomogdgractor y for a solid (unbro-
ken) cloud layer with an assumed Gaussian optical depthldison. We found a minimum
value fory of about 0.8. If the ratio of the optical depth standard désato its mean value
decreases, the inhomogeneity factor becomes close ta uBitgause the liquid water path
variance tends to increase with increasing horizontal gidd, the inhomogeneity factor will
therefore generally depend on the horizontal domain sizbeofarge-scale model (Oreopoulos
and Davies, 1998). Because of this strong dependence oftibdoabias on the optical depth
variance the application of a constant cloud inhomogeragityection factor in a solar radiative
transfer scheme seems rather crude. It calls for a moreclisipproach like McICA that directly
takes into account the subgrid variability of the liquid argpath. From the delta-Eddington cal-
culation for clouds with an assumed Gaussian optical degtlilmlition we also noticed a sharp
decrease in the inhomogeneity facfoif clear air columns are allowed in the cloud layer. This
demonstrates that besides the detailed spatial liquidrvdid&ribution of the cloud, the cloud
fraction is as important for an accurate computation of tlargadiative transfer.

The cloud albedo bias is principly due to fluctuations in tleeid optical depth. Ifina GCM
the variancef is computed, it can be straightforwardly converted to theavee of the LWP.

If we neglect the second term on the rhs of Eq. (28); P> may be approximated by

LWP? = (poHpB)’q;”. (29)
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For a constant cloud droplet effective radius the variaridheooptical depth becomes,

- 2

— HB\ 2

T/2 — <3p0 /3> q£27 (30)
2puTre

where we used Eqg. (27). A more accurate estimation’dfcan be made if one takes into
account the variation of microphysical properties withgieiLos and Duynkerke, 2000; Jeffery

and Austin, 2003).
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Figure captions

Figure 1: Grey-scale plots of the instantaneous liquid wp#th, the total water specific
humidity, the temperature, the liquid water content andlitngd water potential temperature
fields in the middle of a stratocumulus cloud layer after 8reaf simulation time on a large
horizontal domain (25.6 25.6 kn?). The fields were obtained from a large-eddy simulation
of the diurnal cycle of stratocumulus off the coast of Catifa as observed during FIRE I. The
results show that the large-scale structures are neaihyiddé

Figure 2: The simulated diurnal cycle of the cloud top andidlbase heights (upper panel)
and the liquid water path (lower panel). The results weraiabtl from hourly instantaneous
simulated stratocumulus cloud fields. The thick solid limekcate the mean values, the dashed
lines show one standard deviation from the mean, and thedatzdmes show the minimum and
maximum values in the LES domain.

Figure 3: Thumbnail time series of LWP probability densitinétions. The solid lines
indicate PDFs which were computed directly from the 3D LEMIll water content fields, and
the dashed lines represent reconstructed PDFs based oatdahapecific humidity fields in
middle of the cloud layer at 450 m according to Eq. (26). Theie@ solid lines indicate the
mean LWPs.

Figure 4: The skewness of the cloud liquid water path and sptecific humidity in the
middle of the cloud layer as a function of time. The line ssydee explained in the legend.

Figure 5: Energy density spectra of the liquid water pathe Tésults were obtained from
the LES fields at=8, 12, 24 and 36 Local Time.

Figure 6: Energy density spectra of the temperatilife total water specific humidityy( in
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g kg~1) and the virtual potential temperatur, in the (a) middle of the subcloud layer at 210
m and (b) in the middle of the cloud layer at 450 m. Panel (cwshihve spectral correlation
of the temperature in the middle of the subcloud layer ancdénnhiddle of the cloud layer,
respectively. The results were obtained from the LES fields36 Local Time.

Figure 7: Scatter plots of the total specific humidjtyin the middle of the cloud layer and
the liquid water path (a) during the nighttat= 24 Local Time and (b) during day-time at= 36
Local Time.

Figure 8: Scatter plots of total specific humidifyand temperatur&” fluctuations in the
middle of the cloud layer (a) during the nighttat 24 Local Time and (b) during day-time at
t = 36 Local Time. The straight line indicates a linear regress$ion

Figure 9: Probability density functions for the total wagpecific humidity (black lines) and
the liquid water content (grey lines) at five different hdfgm the cloud layer. Panel (a) shows
the results during the night at= 24 Local Time and (b) during day-time at= 36 Local Time.
Line styles are explained in the legend in panel (a).

Figure 10: The liquid water potential temperature varia@anultiplied by a factorA?,
and the temperature varian@® in the middle of the cloud layer as a function of the local time

Figure 11: Time series of the factor according to Eq. (8) computed from the temperature
and total specific humidity fields in the middle of the clougida The two lines indicated by
T' = 0 andg; = 0 correspond to the theoretical solutions foif either temperature or liquid
water potential temperature fluctuations are neglectespectively.

Figure 12: Contour plot of the parameteidefined by Eq. (16) as a function of the inversion

jumpsA#; andAg;.
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Figure 13: Scatter plots of liquid water content fluctuasighin the middle of the cloud
layer and the subcolumn vertical cloud mean valjé (a) during the night at = 24 Local
Time and (b) during day-time at= 36 Local Time.

Figure 14: Schematic illustration of an assumed mean statgHich the mean liquid water
contentg; follows a psuedo-adiabatic vertical profile with slope Given height-independent
fluctuations of the liquid water content = (¢;, subcolumn vertical liquid water profiles are
computed by assuming that they are dictated by the same rogeens All cloudy subcolumns
are assumed to have the same mean cloud-top height. A Véntiegration of the subcolumn
liquid water vertical profile yields the subcolumn liquid teapath.

Figure 15: (a) The inhomogeneity factprcomputed from instantaneous LES cloud fields.
The solid line indicates results obtained from a delta-&gtdin radiative transfer model, and
the dotted line denotes results computed from I3RC MontdoGziculations. A fixed solar
zenith anglé)y = 53° was used. Panel (b) shows the standard deviation of theabppth,o -,
normalized by its mean value

Figure 16: Isolines of albedo bias factgras a function of the mean optical thickness
and its normalized standard deviatiop/7. To compute the inhomogeneity factpia Gaussian
distribution forr was assumed.

Figure 17: (a) The horizontal slab-mean variance of thecaptiepth and (b) the horizontal
slab-mean albedo bias factpias a function of the subdomain size of the LES model. The mean
values were computed by averaging over all subdomain eesfithe instantaneous cloud field

att = 36 Local Time.
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