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[1] In the Essence project a 17-member ensemble
simulation of climate change in response to the SRES
A1b scenario has been carried out using the ECHAM5/MPI-
OM climate model. The relatively large size of the ensemble
makes it possible to accurately investigate changes in
extreme values of climate variables. Here we focus on the
annual-maximum 2m-temperature and fit a Generalized
Extreme Value (GEV) distribution to the simulated values
and investigate the development of the parameters of this
distribution. Over most land areas both the location and the
scale parameter increase. Consequently the 100-year return
values increase faster than the average temperatures. A
comparison of simulated 100-year return values for the
present climate with observations (station data and
reanalysis) shows that the ECHAM5/MPI-OM model, as
well as other models, overestimates extreme temperature
values. After correcting for this bias, it still shows values
in excess of 50�C in Australia, India, the Middle East,
North Africa, the Sahel and equatorial and subtropical
South America at the end of the century. Citation: Sterl, A.,

C. Severijns, H. Dijkstra, W. Hazeleger, G. Jan van Oldenborgh,

M. van den Broeke, G. Burgers, B. van den Hurk, P. Jan van

Leeuwen, and P. van Velthoven (2008), When can we expect

extremely high surface temperatures?, Geophys. Res. Lett., 35,

L14703, doi:10.1029/2008GL034071.

1. Introduction

[2] An important issue in climate research is to assess and
predict the changes in extreme events in a future warmer
climate [Intergovernmental Panel on Climate Change,
2007]. Many urgent questions raised by policy makers are
concerned with changes in the probability of extreme
events, such as extremely hot summers and heavy rainfall,
over the next decades. For example, very high temperatures
can be fatal [Patz et al., 2005] and are therefore much more
important than average temperatures when assessing the
consequences of climate change.
[3] Changes in temperature extremes tend to follow mean

temperature changes in many parts of the world [Kharin
and Zwiers, 2005]. Analyses of 20-year return values of
annual extremes of near-surface temperatures from the
coupled ocean-atmosphere general circulation models
(CGCMs) used in the IPCC AR4 indicate that cold extremes
warm faster than warm extremes by about 30%–40%

globally averaged [Kharin et al., 2007]. Lobell et al.
[2007] analyzed changes in mean daily maximum temper-
atures and their relation with cloud cover using the same
AR4 model results. They find that intermodel standard
deviations of June-August mean daily maximum temper-
atures are more than 50% larger than for the mean daily
minimum temperatures, pointing to large model uncertain-
ties. Clark et al. [2006] used a perturbed physics ensemble
of the Third Hadley Centre Atmospheric Model (HadAM3)
to assess changes in daily maximum and minimum temper-
atures. Their results also indicate that cold extremes warm
faster than warm extremes, and that warm extremes warm
faster than average temperatures.
[4] In this paper we focus on extremely high temper-

atures, represented by the 100-year return temperature.
Motivation for this study is that Western Europe has
experienced two very rare hot summers in 2003 and 2006.
Based on available observations, which sometimes date
back to early 1700, the return times associated with the
temperatures in these years reached several thousand years
[Schär et al., 2004]. One can use Extreme Value Theory
(EVT) to determine 100-year return values and changes in
these values using AR4 model output. For instance Parey
[2008] applied this approach to regional model output from
the PRUDENCE project to compute 100-year return values
of temperature for France.
[5] With more ensemble members for a particular model

configuration, uncertainties in estimates of parameters in
EVT will decrease. The usefulness of a large ensemble of
simulations was demonstrated by Selten et al. [2004]. In
the Essence project a suite of ensemble climate simulations
has been performed using one of the AR4 models, the
ECHAM5/MPI-OM (see below). In the present study
we focus on the changes in T100, the annual-maximum
2m-temperature that on average occurs once in 100 years,
under the IPCC SRES A1b scenario [Nakicenovic et al.,
2000]. Due to the large ensemble the possible range of the
annual-maximum 2m-temperature is well-sampled and a
reliable picture of T100 and its future development can be
gained using EVT. Furthermore, we use the model bias with
respect to the observations to produce bias corrected T100
for the end of this century.

2. Model and Experiments

2.1. Model

[6] The ECHAM5/MPI-OM is a coupled climate model
which has been developed at the Max-Planck-Institute for
Meteorology in Hamburg. The model was chosen because it
performed well on a number of criteria during an intercom-
parison of all AR4 models, such as the atmospheric circula-
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tion over Europe and the Tropical Pacific climate [Van Ulden
and van Oldenborgh, 2006]. The two component models,
ECHAM5 for the atmosphere and MPI-OM for the ocean,
are well documented (ECHAM5 [Roeckner et al., 2003],
MPI-OM [Marsland et al., 2003]), and a Special Section of
the Journal of Climate was devoted to the coupled model
and its validation (volume 19(16), pp. 3769–3987). The
version used here is the same that has been used for climate
scenario runs in preparation of AR4. ECHAM5 is run at a
horizontal resolution of T63 and 31 vertical hybrid levels
with the top level at 10 hPa. The ocean model MPI-OM is a
primitive equation z-coordinate model with a variable
horizontal resolution.

2.2. Numerical Experiments

[7] The baseline simulation period is 1950–2100. For the
historical part (1950–2000) the concentrations of greenhouse
gases (GHG) and tropospheric sulfate aerosols are specified
from observations, while for the future part (2001–2100)
they follow the SRES A1b scenario [Nakicenovic et al.,
2000]. Stratospheric aerosols from volcanic eruptions are
not taken into account, and the solar constant is fixed. The
runs are initialized from a long run in which historical GHG
concentrations have been used until 1950. Different ensem-
ble members are generated by disturbing the initial state of
the atmosphere. Gaussian noise with an amplitude of 0.1 K
is added to the initial temperature field. The initial ocean
state is not perturbed.
[8] The standard ensemble consists of 17 runs driven by a

time-varying forcing as described above. Model parameters
are as described by Roeckner et al. [2003] (ECHAM5) and
Marsland et al. [2003] (MPI-OM). Additionally, three
experimental ensembles have been performed to study the
impact of some key parameterizations, again making use of
the ensemble strategy to increase the signal-to-noise ratio.
While most 3-dimensional fields are stored as monthly
means, some atmospheric fields are also available as daily
means. Some surface fields like temperature and wind speed
are available at a time resolution of 3 hours. This makes a
thorough analysis of weather extremes and their possible
variation in a changing climate possible. The data are stored at
the full model resolution (see www.knmi.nl/�sterl/Essence).
[9] The projected global-mean temperature increases by

3.5 K between 2000 and 2100, which is at the upper end of
the range given by the models analyzed in the IPCC AR4
[see Intergovernmental Panel on Climate Change, 2007,
Figure 10.5]. Up to 2007, the increase is within error
margins equal to the observed trend with a ratio of 1.06 ±
0.06 with the HadCRUT3 estimate of global mean temper-
ature anomalies [Brohan et al., 2006], giving confidence in
the model’s sensitivity to GHG concentrations. Over most
areas the modeled trends in local temperature are also within
the error margins of the observed trends.

3. Results

[10] To determine the statistics of extremely high temper-
atures and their development in time we divide the results
from the 17 standard ensemble simulations into slices of
10 years (1950–1959, 1960–1969, etc) and fit the resulting
170 annual maxima of T2m in each slice to a Generalized

Extreme Value (GEV) distribution, the theoretical distribu-
tion for block maxima [Coles, 2001],

GðxÞ ¼ exp � 1þ x
x� m
s

� �h i�1=x
� �

: ð1Þ

Here m, s and x are called the location, scale and shape
parameter, respectively.G(x) is defined for {x: 1+ x (x�m

s ) > 0},
so that for negative x the distribution has a hard upper
bound of m � s/x. The return time T(x) for level x is given
by the 1 � 1/T(x) percentile of G, i.e.,

TðxÞ ¼ 1

1� GðxÞ : ð2Þ

[11] Due to the large number of samples per time-slice
(170) the resulting estimates of the distribution parameters
have small error bars. This is shown in Figure 1, where the
temperature is plotted versus the return time for a location in
southern France for different decades together with the 95%
confidence intervals as obtained from a bootstrap calcula-
tion (1000 samples). The GEV provides a good fit to the
data. The spread of the actual values (black crosses) around
the fit line is small, and the calculated uncertainty for T100 is
less than 2 K. These characteristics are also found at other
locations. Kharin et al. [2007] show that the inter-model
spread for the 20-year return temperatures already amounts
to several Kelvin. Therefore, the sampling error in the
Essence results is much lower than the model error.
[12] Figure 1 also shows that future temperature extremes

are governed by the same processes as today’s extremes. If
new processes were to come in, they would show up as
deviations from the fit at the highest simulated temper-
atures. That we do not see any such deviation implies that
the processes leading to future extreme temperatures are
already at work now. They simply become more frequent,
increasing their impact. This finding is also typical for other
locations.
[13] Over the period 1958–2001, we compared the

modeled T100-values with values derived from the ERA-
40 reanalysis [Uppala et al., 2005], which also outputs
maximum temperature, and with the gridded HadGHCND
data set [Caesar and Alexander, 2006] of observed daily
maximum temperatures. The T100 values from ERA-40
agree well with those derived from the HadGHCND gridded
data (not shown).
[14] Figure 1 shows that at the given location Essence

overestimates T100 for the present climate with respect to
values derived from ERA-40. Figure 2 shows that this is a
general property of the model. Modeled return values are up
to 10 K higher than values derived from the reanalysis, and
the overestimation is largest in dry areas (Mediterranean,
Middle East, South Africa, Australia), while the maxima are
underestimated in Siberia. The biases in extreme and in
mean temperatures have similar pattern and amplitude (not
shown). T100 is underestimated over sea (Figure 2) because
SST in Essence is lower than in ERA-40. Variability is low,
and T100 is determined by the mean temperature.
[15] The difference pattern in Figure 2 is quite similar

to that obtained by Kharin et al. [2007, Figure 4] for the
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20-year return values from 16 AR4-models. Thus the
overestimation of extreme temperatures is not an artifact
of the ECHAM5/MPI-OM model, but a general deficiency
of the present generation of climate models. Also Parey
[2008] notes that only a few of the investigated regional
climate models are able to correctly reproduce observed
extreme temperatures. Therefore caution is needed when
interpreting projected T100-values. The same model defi-
ciencies that cause an overestimation of present-day ex-
treme temperatures (e.g., in the Middle East) may become
effective in areas where present-day extremes are well
represented and lead to an overestimation of future values.
[16] The increase in T100 is displayed in Figure 3a as a

multiple of the ensemble mean temperature change. The
largest simulated increase occurs in regions where the soil is
drying out. It seems therefore plausible that models have
difficulties to simulate very dry conditions. As was already
noted in earlier work [Kharin et al., 2007], the extremes rise
faster than the means in a warming climate. The increase is
brought about by increases in both the location parameter m

and the scale parameter s (not shown). The first reflects the
fact that the climate becomes warmer, the second that it
becomes more variable (see equation (1)). The change in m
is positive everywhere and larger over land than over sea.
The largest changes are found over southern Europe and
northern South America, followed by South Africa and the
Middle East. The change of the scale parameter s has a
different pattern. It is positive over most land areas with
maxima over Europe and parts of North America. These
patterns correspond well with those found by Clark et al.
[2006, Figure 4]. The shape parameter x shows no system-
atic changes and remains negative (not shown). Where both
m and s increase, the change of T100 is largest. This is the
case over Europe and an area south of the Great Lakes in
North America (Figure 3a).
[17] Figure 3b shows T100 for the period 2090–2100,

corrected for the bias in present-day values (i.e., Figure 2 is
subtracted). According to this figure, temperature extremes
reach values around 50�C in large parts of the area equa-
torward of 30�. This includes heavily populated areas like

Figure 1. GEV-fit for annual-maximum T2m at a location in Southern France (2�E, 42�N) as a function of return time (see
(2)) for different time slices, together with the values derived from ERA-40 for the period 1958–2002. The colored lines are
the fits to the actual annual-maximum values that are represented by the black dots. The colored crosses indicate the
respective 95%-confidence interval, based on a bootstrap with 1,000 repetitions.

Figure 2. T100 from Essence (whole ensemble) minus T100 from ERA-40 for the entire ERA-40 period (1958–2001).
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