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Abstract

The intercomparison of LWP retrievals from observations lyeastationary
satellite imager (SEVIRI onboard MSG) and ground-based MNoraeter is ex-
amined in the context of cloud inhomogeneity. Although thituence of cloud
inhomogeneity on satellite observations has received rattention, relatively lit-
tle is known about its impact on validation studies.

This paper quantifies the various validation uncertairdigs to cloud inhomo-
geneities and proposes an approach to minimize these amteys. The study
is performed by simulating both satellite and ground-basteskrvations for a set
of high-resolution (100 m) cloud fields that are derived fraroy 1 kn? MODIS
observations. Our technique for generating realistic tnegolution LWP fields
preserves the information present in the original obsematwhile creating extra
LWP variation at smaller length-scales by considering csoagisimple fractals. To
our knowledge, this is a new technique for creating higloltggon LWP fields.

Validation errors due to cloud inhomogeneity can be classifn two groups.
The first group relates entirely to the retrieval processstatellite observations
and includes the well-known plane parallel bias as well asnmiches between
different channels. The second group relates to differeircthe observed scene of
both satellite and ground-based sensor. This includesmsyadic shifts in observed
scene due to viewing conditions (parallax effect), offsystveen satellite image
and ground site as well as different field-of-views.

Of all the error contributions to the validation, the paaaleffect easily tends
to dominate for sites that are observed under large viewnylea (e.g. Northern
Europe). We show that this error may be partly compensatading information
about cloud top heights and by spatial interpolation amanareay of SEVIRI pix-
els to obtain the best estimate of the satellite retrieved MalRe over the ground
site. Optimal intercomparison of satellite and groundelasbservations is fur-
thermore possible by matching the tracklength of the groalpgkrvations to the
imager’s pixel size in the wind direction.

One surprising conclusion is that the LWP errors due to therskgroup (scene
differences) are significantly larger than those due to tts¢ group (satellite re-
trieval), even after we have applied corrections. Equaltpssing, smaller satellite
pixels do not alleviate the problem but rather aggravataiigss the parallax error
is corrected. Calibration errors are not considered in tesgort study.



1. Introduction

Clouds are considered an important but poorly understoodcasy the climate system
(Kristjansson et al. 2000; Potter and Cess 2004). Their poesmodulates the radiative balance
(Slingo 1990) and hence the energy available to drive athergpdynamics, the hydrological
cycle and global warming. As cloud radiative properties anacro scale (cloud albedo and
cloud lifetime) are expected to depend on cloud microptsySievomey 1977; Albrecht 1989),
detailed observations of clouds are a prerequisite for @behderstanding of the climate sys-
tem.

Polar-orbiting satellites allow global coverage on a tiscale of a few days, while geo-
stationary satellites allow coverage of a significant pathe Earth on timescales of 10’s of
minutes. Satellite observations are thus very interestmg the point-of-view of cloud stud-
ies. Minnis et al. (1992) combined surface observationk geostationary GOES visual and
thermal infra-red radiances to determine COT (cloud opticiekness) and cloud top height.
Nakajima and King (1990) were the first to develop an algaritb derive COT and effective
particle size from combined satellite radiance obseruatat 0.75 and 2.16m. This technique
was later applied to AVHRR observations (Nakajima and Nakaji995; Kuji et al. 2000). The
dual-view capacity of ATSR-2 was employed by Evans and Hal§®%) to retrieve COT and
effective particle size. Currently, MODIS (Moderate Resolutimaging Spectroradiometer)
flown on the Acqua and Terra platforms are providing detaitédrmation on cloud micro-
physics (King et al. 1997; Platnick et al. 2003).

The imhomogeneous nature of water cloud macro- and micsapalyhorizontal structure
has received much attention. For a wide variety of cloud dygatellite imagery shows that
cloud properties (perimeter, area, radiances) exhibitveepdaw in their spectral distribution
(Cahalan and Joseph 1989; Cahalan and Snider 1989; Barker aia$[2892; Lovejoy et al.
1993). The observed break in this power-law at small scale300 m) was shown to be due
to radiative effects and is not an intrinsic property (Datisl. 1997; Oreopoulos et al. 2000).
The same power law has been observed in in-situ LWC (liquicemwabntent) observations
(Davis et al. 1999; Gerber et al. 2001; Siebert et al. 200&)edsas ground-based radiometer
observations (see previous papers). Therefor, the raglia@ability is commonly understood
as resulting from LWC being passively advected in a turbutesdium.

The previously mentioned retrieval techniques all assuamdgeneous clouds, so it is no
surprise that a lot of research has been devoted to this adlyilawed assumption. When dis-
cussing the effect of cloud inhomogeneity on cloud retiitas useful to distinguish between
errors due to the plane parallel assumption and due to shag@md illumination. The plane
parallel assumption refers to the internal variation of COMTLWP, liquid water path) and is
usually dominant at larger length scales (several km andeggb®he shadowing/illumination er-
ror refers to the interaction between radiation and vannetin cloud-tops and is typically dom-
inant at smaller length scales (1 km and below). Cahalan €1294) and Barker and Davies
(1992) studied the effect of the plane-parallel bias oregigbedo or radiative fluxes and found
they were reduced compared to those for homogeneous clondbe other hand, lwabuchi and
Hayasaka (2002) showed that at small scales, shadowimgfilhation can cause both under-
or overestimation depending on the scattering geometeydls® Loeb et al. (1998)). Marshak
et al. (2006); Zinner and Mayer (2006); Kato et al. (2006)ngsletailed 3D radiative transfer
calculations for high resolution cloud fields, found thatgeneral LWP was underestimated
while effective size was overestimated.

For observational studies of the impact on cloud inhomoiggreee e.g. drnai and Mar-
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shak (2002), who studied illumination/shadowing in theecaEMODIS observations, or Dim
et al. (2007), who compared observations from a geostayaatellite (GMS-5/SVISSR) to
those from a polar orbiting satellite (Terra-MODIS). Botlogps of authors concluded that
LWP can be either under- or overestimated, depending whettesfooks at an illuminated or
shadowy cloudside.

For theoretical studies of the radiative effects of cloudallity, different cloud models
have been employed. Early studies used (bounded) cascatiEsnio generate horizontally
variable LWP fields (Schertzer and Lovejoy 1987; Cahalan 18&shak et al. 1994). Later
studies were conducted for LES (large eddy simulationg)dddMarshak et al. 2006; Zinner
and Mayer 2006; Kato et al. 2006). Techniques for artifigialeating cloud fields based on
observations have also been developed (Venema et al. 2886 Hogan and Kew (2005) for
creating cirrus clouds).

Validation of satellite observations with ground obseinf/a has been performed by vari-
ous authors (see e.g. previously mentioned papers). Buffée ef inhomogeneity on such
validation effort has received little attention. In thispea, we will study the effect of hori-
zontal LWP and particle size inhomogeneity on the intercampa of satellite with ground-
based observations. In particular, we will concern oueshith LWP observations by the
SEVIRI imager onboard the geostationary MSG satellite amdirgul-based MW radiometers
in Northern-Europe. The analysis is performed by, firstating realistic high resolution (100
m) LWP fields (derived from MODIS observations) and, next, dating satellite imager and
ground-based MW radiometer LWP retrievals. This study isettog theoretical and allows
definition of a truth LWP. Consequently, we can analyse thewdfit error contributions to the
validation. One group of errors are entirely due to the aggiom of homogeneous clouds in the
satellite retrieval. Another set of errors are due to theaatomparison of data from sensors
with different fields-of-view (FOV).

Water clouds also exhibit vertical inhomogeneity, oftespthying (quasi-) adiabatic profiles
(Brenguier et al. 2000; Pawlowska et al. 2000; idldr et al. 2003). Clearly, this will impact
comparison of LWP measurements by two different sensorgcesly as one sees the top of
the cloud (satellite) and the other the bottom (ground skiewever, the focus of this paper is
on horizontal variability and vertical inhomogeneity Wik ignored.

In Sect. 3, we describe the selection of MODIS cloudfieldsh{(\&iresolution of 1 km) that
will be used in Sect. 4 to create realistic high resolutiod0(in) LWP fields. In Sect. 5, we
describe how we simulate the LWP validation and consider faile various error contribu-
tions. This section also considers possible improvementise validation procedure. Finally,
Sect. 6 contains a summary with conclusions.

2. SEVIRI sensor

Meteosat Second Generation (MSG) is a new series of Europeastationary satellites
that is operated by EUMETSAT. In August 2002 the first MSG llits METEOSAT-8) was
launched succesfully, while in December 2005 the second [gi&6&llite (METEOSAT-9) was
launched. The MSG is a spinning stabilized satellite thaisitioned at an altitude of about
36 000 km above the equatorzat°wW for METEOSAT-8 and).0° for METEOSAT-9.

The SEVIRI instrumment scans the complete disk of the Eartimds per hour and oper-
ates 12 channels simultaneously. There are 3 solar chafine]9.8 and 1.6:m), 8 infrared
channels (3.9, 6.2, 7.3, 8.7, 9.7, 10.8, 12.0 and L3¥ and one high resolution braodband



visible channel (0.3-0.#m).The nadir spatial resolution of SEVIRI is 1 by 1 kffier the high-
resolution channel and 3 by 3 Rrforthe okther channels. By sensing in narrow and numerous
wavelength bands, it is possible to identify specific clond aurface properties as well as ob-
tain information on the composition and thermodynamic abgarsitics of the atmosphere. Six
of SEVIRI's channels are about similar to those of the AVHRRrimsient onboard the NOAA
and METOP polar orbiting satelllites.

3. The MODIS data

Our purpose in this section is to show how we selected thagiamis MODIS cloud fields
that will later be used to create artificial but realistic lvigesolution LWP fields. To briefly
describe this technique, we propose to use observed LWPbildyisover a 10 by 10 ki
contiguous cloudfield to represent LWP variability at 100 fteraappropriate scaling. At the
very least, this requires that we have two datasets, onentigemus! by I km? cloudfields that
serve as the main cloud scene, and one of contiguous 10 by A fikds that are used to create
variability at 100 m scales. In principle, both datasets magtain the same clouds, but the
paucacity of useful observations over land meant that we fegced to base our 10 by 10 km
fields on observations over ocean.

We used MODIS collection 5 cloud product from both the Temd Acqua platforms for
the period of August 2006 upto and including July 2007, overthern Europe and the North
Atlantic. Searching for contiguous cloudfields over lanidyecame obvious thdt= 25 km
was an optimal choice of field size. Larger fields rapidly meednfrequent in the MODIS
dataset, while smaller fields simply do not have the spatieérage required for our analysis
(see Sect. 5). Allin all, we found 604 contiguous 25 by 2% kioudfields, that will later serve
as scenes.

In addition, we found 1329 contiguous 30 by 30 *kuoioudfields over ocean which will
be used to provide the required 10 by 10%fields. Searching in the MODIS dataset for
contiguous 10 by 10 kinfields does not increase the number of found fields, while thby3
30 kn? fields have a certain advantages over their smaller brethagrwill become apparent
later.

Of course, the MODIS dataset contains many more (contigudasdfields than we found
for this period and location. But we applied other criterianedl, to arrive at the most reliable
spatial distributions of LWP possible. Those criteria witiwi be briefly discussed. Relevant
information always came from the MODIS MODOG6 level 2 cloudqhuct.

First, we looked for 5 by 5 kifields which were tagged confidently as water clouds (based
on infra-red observations) and were observed under optirealing conditions. We required
solar zenith anglé, < 60° and scattering anglE0° < © < 180° as Loeb and Coakley (1998)
showed that inverting satellite observed radiances irtodcproperties is most reliable for such
scattering geometries. Viewing angles were limited to 10°.

Second, we looked at the individual 1 by 1 kMODIS pixels and required that they were
confidently cloudy with no cirrus or heavy aerosol present allow for the best possible
retrievals, observations over sun-glint and/or ice or sm@te discarded. Again, cloud phase
was checked (the MODIS cloud phase product for 1 and 5 km iscbhas different algorithms,
R. Frey 2007, personal communication).

Finally, the confidence (as assessed by the MODIS team) éoclthud optical thickness,
LWP and effective particle size were all required to be vergdyo



All | by | km? cloudfields thus found where required to be spatially sepdréenter-to-
center) by at least a distancelaf2. This prevented overlap of cloudfields and allowed us to
view the cloudfields as independent samples of spatial LWiAliisions.

A random subset of the selected 25 by 25°ksfouds over land and 30 by 30 Krslouds
over ocean was visually inspected. It turned out that some EMI&s over ocean showed a
high degree of local clustering that could be indicative v£zling or even raining clouds in
our sample. After demanding that no field has individual |sixeith a LWP > 500 g/nt or
reg > 15 um, scenes with such strong clustering were severely reduced

Looking at the sample averages for the main cloud parametersee the following. The
observations are equally split among the Terra and Acqudoptas, and they yield similar
cloud optical thickness, LWP and effective particle sizeefBis a marked land/ocean contrast,
which can be either real or due to the difference in sampl@igud optical thickness (24.1 vs
15.4) and LWP (125 vs 98 gApare higher for the clouds over land than over ocean, prelsiyma
because our criterium of contiguity implies only very thidkuds make the grade over land.
Effective particle size is larger over the ocean (8rd) than over land (8.Lm), as has been
shown to be the case in many studies. The variability (halfWiP interquantile range between
16% and 84% of the distribution divided by median LWP) is a &igér for clouds over land
than over ocean (0.36 vs 0.30). Overall, the variabilityfieaive particle size (0.10) is much
smaller than that of LWP (0.30-0.36).

It is interesting to take a closer look at the LWP variabilipuhd in the cloudfields over
land. From Fig. 1 we see that no cloudfield is truly homogegegallthough some show little
variation. The distribution is skewed to larger values, lymg that strongly inhomogeneous
fields will occur more often than just the sample mean anddst@hdeviation would suggest.
Fig. 2 shows the standard deviation of the difference batvi®éP in neighbouring 1 by 1 kin
pixels as a function of distance. Obviously, strong cotietes exists within our cloudfields
within the first 5 km of a pixel, but at larger distances LWP ssemmcorrelated. Notice also the
isotropic character of our sample. Finally, from Fig. 3 itisar that the variability in effective
particle size is not nearly as pronounced as the variality/VP.

We stress that the sample of contiguous cloudfields thusnaatas not a statistically rep-
resentative selection of water clouds. In particular, tiouds will be under represented and
broken clouds are, by virtue of contiguency, not presentwél@r, we feel that the present
sample shows realistic spatial distributions of L®iirce this is a comparitive study of retrieval
errors, this should be sufficient.

4. Constructing high resolution fields

In this section we will discuss the algorithm used to cre&jé hesolution LWP fields from
MODIS observations. High-resolution, in our case, meaas tine new LWP field will have
a sampling distance of 100 m (instead of 1 km), but this dog¢geftect a limitation of the
technique.

If we take the common wisdom that clouds are fractal stresttio be true, a simple algo-
rithm for creating high resolution LWP fields readily preseitself. A fractal, after all, is a
'rough or fragmented geometric shape that can be subdividedoarts, each of which is (at
least approximately) a reduced-sized copy of the whole'r{tiédbrot, 1982). This so-called
self-similarity implies that the LWP structure over, say,Kif) is equally representative of the
LWP structure at 1 km or 100 m. As a matter of fact, many simetéls are created by re-



producing a basic structure at smaller and smaller spaiides, see e.g. the Koch snowflake or
the Sierpinski sieve.

In our case, we start with a single 30 by 30 %uoioud field (observed over ocean) and
calculate the interquartile rang¥ of the LWP difference between 1 by 1 Kmixels that are
separated by 10 km. This represents the variability at asdsaiale of 10 km. Next, we select
the four 10 by 10 krhfields that are located in the corners of this 30 by 3 Kield (there
will be little correlation among these fields, see the dismusof Fig. 2). Take one such field
LWP; ; (wherei, j = 1...10 are the pixel coordinates) and calculate its mean VAN&'|. A
'normalized’ LWP distribution can then be defined as

Gi; = (LWPQJ. - \LWP’\) JA (1)

After repeating this procedure for all 30 by 30 kifields, we are left with1 329 x 4 = 5316
fields that can be taken to represent LWP structure at any §t)adscale (assuming the fractal
character holds at that scale).

Next we take a 25 by 25 khtloudfield over land (see Fig. 4) and calculate the interijaar
rangeA of the LWP difference between neighbouring 1 by 1?kpixels. We then sub-divide
each 1 by 1 krhpixel into 100 by 100n? sub-pixels. If the original pixel has observed water
content of value LWP, then the sub-pixels will be assignedesl

LWP,; = LWP + A * G,; i,j=1...10. 2)

Notice that the total LWP of the original pixel remains unofpe as the sum af; ; is zero. In
essence, we use a 10 by 10%field (G, ;) to represent variability at 100 m after appropriately
scaling the variability in the field. Note that the originariability at 10 km is scaled to match
the variability at 1 km.

What remains to be decided is how to choose a particular igldto fill-in a 1 by 1 kn¥
pixel. A first approach would be to select a random figld for each 1 by 1 krhpixel. The
resulting cloud scene might look like the one shown in Fig Bhdugh the power-law is clearly
present and extends to shorter spatial scales, the LWP fieldsstarge and arbitary jumps
across the boundaries of the original 1 by 1?kpixels.

A better approach would be to match the sub-pix&ls in neighbouring pixels, in such
a way that the average jumgrrosshe pixel boundary matches the variatiamongthe sub-
pixels. If our database dfi-fields is large enough, this should be possible. For ingtaoce
might start by randomly selecting for staggered 1 by 1 kinpixels, like the black fields on
a chess or checkers board. Next, one searches for the ajpedagrfor the white fields on
our chess board, making sure that the variation across Het [ppoundary matches the varia-
tion within the pixel. Here, variation implies the intergtie range of the difference in LWP
between neighbouring 100 by 10¢ sub-pixels (or a similar statistical measure). Experience
however, shows that matching thé&s in the white chess board fields to their 3 or 4 neighbour-
ing fields leaves large residual errors (jumps) unless os@hery large dataset to chodses
from.

Instead we use a different approach, starting with a randefield for the top-left pixel.
The G-field for the second pixel from the left on the top linghisn matched on to this. And
then the G-field for the third pixel from the left is matchedie LWP field just created. And
so on. At the end of the top-line, move down one line and refieaprocess. In this wag-
fields only have to match at most 2 neighbouring fields, gyegatiucing the size of the dataset
required. An example of a resulting cloud field can be seengn@: The method preserves the
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power-law fairly well. The slight curve present in the graphvery typical of all fields created
in the manner described in this paragraph. The chess bdiagitechnique, probably since it
allows more randomness, shows a straighter line, like tiedrofig. 5.

On a 2.66 GHz Maclintel, a single 25 by 25 km cloud field may bedilin like this in a
bit more than 4 min. Of course, much depends on the size ofalhection of G fields, which
in our case numbered316 x 4 = 21264 (four orientations per 10 by 10 Knfield). The
implementation was made in IDL.

Creating LWP fields at higher resolution than 100 m is very samfgither one repeats the
present algorithm at smaller scales, i.e. one now fills inl®@ by 100 M sub-pixels (arriving
at a final sampling distance of 10 m) or one uses largerGifields, e.g. the full 30 by 30 ki
(arriving at a final sampling distance of 33.3 m).

We point out that the final LWP fields are identical to the or&)imMODIS retrieved LWP
fields on a 1 km scale. In addition, the fine structure theylakbp to scales of 100 m conforms
with the oft-observed power-law.

5. Modelling the SEVIRI LWP validation

In this section, we discuss how cloud inhomogeneity affdets/alidation of SEVIRI LWP
with ground-based MW radiometer data. We present an approamodel the validation ac-
curacy and discuss the applicability of the approximatimierent in our method. Finally,
we present simulated error statistics for the validatio®SBVIRI LWP with MW -radiometer
values.

Cloud inhomogeneity affects LWP validation because botha@snsatellite and ground-
based radiometer) see different parts of the same cloudfialdferent times. This is a direct
consequence of the different spatial and temporal samptiagegies employed by the sensors.
The satellite samples (almost instantaneously) a largen2stsional view of the cloud from
above, while the MW radiometer samples a narrow swath frolmwpes the clouds drift over
the observations site.

Imagine a cloudfield as discussed in the previous sectioah 8dield represents the LWP
distribution at a single moment near a ground site (see Fig'iig FOV of SEVIRI is repre-
sented by elongated diamonds (due to the SEVIRI view angte ©f 60°, as is the case for
Cabauw, Chilbolton and Palaisseau, see Table 1, lllingwdarsh €2007)). The solid diamond
is the official SEVIRI pixel closest to the ground site. Supgatlg, this pixel will compare most
favourably with LWP at the ground site. Unfortunately, &8 view angle also implies that the
observed cloud, located at some altitude above the sunfeaky has a different geo-location
than the actual SEVIRI pixel, which is thought to be locatethatEarth’s surface. Clouds on
the Northern hemisphere are actually to the south of thd pixe-location to which they are
attributed. This parallax effect is explained in the indeftig. 7. The arrow represents the view
direction of SEVIRI and explains why the FOV is shifted to tleith of the pixel.

Since this cloudfield is an instantaneous LWP distributior, veed further assumptions
to represent the MW radiometer observations. If, for theation of an observation by the
ground site, this cloudfield is merely advected without riné evolution (frozen turbulence
theorem), then the MW radiometer observation may be reptegddy a narrow track. Note
that the track will differ with windspeed, wind direction YW or SE in the figure) and cloud
altitude. Although SEVIRI time movies show the frozen tudnde assumption to be a rather
poor approximation on time-scales of 15 min., it allows udegelop a simple frame-work for



our intercomparison of SEVIRI and MW radiometer observatiom actuality, the LWP does
not have to be advected passively by the flow. As long as thedtms not modify the statistics
of the LWP distribution (so-called stationarity), our coptteal model should remain valid. See
also Feijt and Jonker (2000) who found remarkable agreemesygatial variation of satellite
observations and temporal variation in ground obsevations

Clearly, we will not concern ourselves with the divergencelb$ervations caused by the
different view-points (from above or below). This is mairdyretrieval issue and involves de-
tailed studies of radiative transfer. More-over, it exisidependently of cloud inhomogeneity.
We will also not concern ourselves with the temporal evolubf cloudfields, but simply note
that this would cause an additional random error contrdouitn some of our error budgets.

Before analyzing in-depth the different error contribuipwe introduce the concept of the
ideal SEVIRI pixel. This is a virtual SEVIRI pixel, with the s&point spread function as an
actual SEVIRI pixels, but centered at a particular grourgl sit

Also, we will present error statistics not through the usiahdard deviation, but through
inter-quantile ranges. This is necessary because of thegstron-Gaussian nature of the error
statistics. The stochastic parameters we will discus§)aséthe median, i.e. the biashQgs =
Rs4.0 — Q1558 (Which would be double the standard deviation for a Gaussisor distribution)
andAQgs = Qo7.75 — Q2.05 (four times the standard deviation for a Gaussian erroridigton).
Sometimes, the word variation will be used to indicAt@s of a distribution.

a. Radiative effect on MSG retrievals

In this subsection, we will look at the effect that inhomoigyehas on the LWP retrievals
by SEVIRI. By looking for observed radiances at 0.66 and in6in a look-up table (LUT),
COT, LWP and effective particle size may be determined. Howesteech LUT's are usually
calculated for homogeneous clouds, and SEVIRI is no exaepiithis respect.

Cloud inhomogeneity adds considerable complexity to radiaransfer and the inver-
sion of radiances to cloud physical properties. The erttocauses in retrievals are generally
classified as either a plane-parallel bias or shadowingfithation error. Typically, shadow-
ing/illumination errors dominate at short spatial scatesl(km) while the plane-parallel bias
dominates at larger scales. It thus stands to reason to asthanthe retrieval of LWP for
SEVIRI is most affected by the plane-parallel bias.

Under the independent column approximation, the LUT svalls to calculate radiances at
100 m resolution. After suitably averaging these radiarmes the SEVIRI FOV, we obtain
simulated SEVIRI observations of radiance at 0.66 andit6 Now the LUT’s may again
be used, this time to retrieve LWP for the SEVIRI FOV. The diparecy between actual and
retrieved LWP in this FOV is the plane-parallel bias. Notet tie independent column ap-
proximation is valid as long as the overall error due to rinkaeffects is dominated by this
plane-parallel bias. Note also that the lower variabilitgfiective particle size as compared to
LWP implies that LWP-inhomogeneity is the dominant factor.aAwatter of fact, using ang
varying over the FOV or an average value causes negligiffiereinces.

It is well known that the plane-parallel bias causes an wstenation of COT, which in turn
causes an underestimation of LWP. In this respect, our eeardtno different (see Fig. 8). For
our cloudfields, the underestimation of COT is often assediatith an overestimation ofy,
somewhat balancing the errors in LWP. Thus, average undeegigin of COT is 50 % larger
than that for LWP, while averageverestimation forr.g is 20 % smaller than the LWBnder
estimation. This overestimation is in agreement with mesistudies (Marshak et al. 2006;



Zinner and Mayer 2006; Kato et al. 2006).

Up to now, we have implicity assumed that the FOV'’s for the&h@ 1.6m channel are
identical. As a matter of fact, they are not. Different seasre used to observe radiances at
these wavelengths, and the alignment of the observatidgrampered by thermal stresses in the
instrument. The difference in the 0.6 and L& FOV’'s can be modelled as a random offset
(Gaussian) with a standard deviation~0f320 m in both east-west and north-south directions
EUMETSAT team (2006, p. 33). For homogeneous clouds, sudiffaet (we call it the NIR
wobble) would be harmless, but in the case of inhomogeneiwylli lead to additional LWP
errors. These errors are the differencegginieved WP for observations made with or without
NIR wobble and are shown in Fig. 9. These errors are syméyridigtributed around zero and
smaller than the plane-parallel bias. Due to the randomreatiithe FOV offset, there is no
correlation between this error and the plan-parallel bias.

As for the effect of scattering geometry on these resuleyetiseems to be none. We have
performed the same analysis for three different scatteyemmetriesd, = 45.7°,29.8°,53.2°,

o — ¢, = 72°,4°,78°) as might occur for SEVIRI throughout a day (at 9, 12 and 16 IG&\MiT)
but found no differences that might not be explained asssiedi noise. The underlying reaon
for this, of course, is that the LUT’s themselves do not cleathgastically with viable viewing
geometry.

Finally, we consider the effect that the size of the NIR webitths on the LWP error. Fig-
ure 10 shows the errors due to this wobble only and due to woabt plane parallel bias
combined. The latter is of course larger and moreover hagatine bias (not shown). As
the wobble increases, the difference in the two errors @se since the plane parallel bias
remains unchanged. Also shown is the actual error due to lRendbble for SEVIRI.

b. Error due to parallax effect

As shown in Fig. 7, the cloud actually observed differs frwa ¢loud present at the location
of the pixel, due to thé0° viewing angle (parallax effect). For cloud-top heights &g, this
yields a south-ward shift of 3.46 km, hardly negligible cargd the SEVIRI FOV size. The
associated error is defined as the difference between dastRlin the FOV and in the pixel.

Fig. 11 shows a histogram of cloud top heights for Chilboltfmm, situations when only
water clouds were present. If we randomly assign an obsesieed top height to each of
our cloudfields (assuming constant height over the whold)fi¢he errors due to the parallax
effect can be simulated. These errors are symmetricaltyilalised around zero (even though
the southward shift itself has a bias of 2980tam 60° times the median of cloud top height).

Of course, this result depends strongly on the cloudtophtelgstribution. In Fig. 12, we
examine the influence of a constant shift in cloudtop heighés, for a shift of 0 m, the error
shown corresponds to the error given in the previous paphgior non-zero shifts, we changed
the cloudtop distribution of Fig. 11 accordingly and theoaleulated errors. The different
lines are for different cloudtop height distributions (fohilbolton, Palaisseau, and Chilbolton
again with different criteria to select water clouds). Solduds are on average 500 m higher,
associated errors will increase by 10 §/m

c. Error due to pixel offset from the ideal pixel

The offical SEVIRI pixel is usually offset from the imaginaigeal pixel whose centre
coincides with the ground site (see Fig. 7). This offset ia®f a constant offset depending



on the location of the ground site (see Table 1) and of a ranaffset due to improper image
navigation. The error due to the constant offset is estich&tebe AQgs = 21.1,28.6 and
17.2 g/ni for respectively Cabauw, Chilbolton and Palaiseau. The euerto improper image
navigation is~ 4 g/n? fo all sites.

In Fig. 10, we study the influence of the size of the image ratiog error on LWP errors.
For simplicity, we assumed that the random offset EUMET S#ant (2006, p. 32), we call it the
VIS wobble, is similar in North-South and East-West direcs at SSP. We see that for SEVIRI
, Image navigation has a relatively small contribution te diverall error budget. But this error
increases more rapidly with increasing wobble, implyingtttor a wobble 2 or 3 times larger,
it would be more important than the error due to radiativeds.

d. Total error budget for SEVIRI

We are now in a position to assess the total LWP error budghtredpect to the ideal pixel
due to cloud inhomogeneity. Most error sources have digyidiferent physical reasons and
therefor uncorrelated errors. The one exception are tloesedue to parallax and pixel offset.
These errors can either amplify or mitigate each other, midipg on whether the pixel is located
to the north or south of the site. The parallax effect, of seyalways shifts the FOV southward
(at least on the northern hemisphere). A summary of the budget is found in Table 2 .

Certain errors, those due to LUT’s for homogenous clouds ertduwobbles, should be
identical for each site. The observed discrepancies résutlt statistical noise. Since pixel
offsets are different for each site, we locate each site affereht position within our 25 by
25 km cloudfields to accomodate all FOV’s (official pixel, &lgixel, observed FOV, MW
radiometer tracks). Consequently error statistics wili\aightly.

Table 2 shows that the errors due to parallax and pixel offsethe dominating contribu-
tions. Note, however, that they may partly cancel each otRer Chilbolton, located to the
south of the pixel, there is a weak anti-correlatior< —0.49) between the errors due to paral-
lax and site offset. This reduces overall LWP errors somew@abauw, on the other hand, is
located mainly to the west of the pixel and only 155.8 m sofith@ SEVIRI pixel and the anti-
correlation between parallax and site off-set is much less (-0.18). Finally, for Palaiseau,
the offset error is smallest. Even though the geographistdigce of the site to the pixel is
similar to Cabauw’s, the relative distance (ratioed to thefs size) is twice as small. Since
Palaisseau has the largest N-S offset associated erroedaterpositively £ = 0.57) with the
parallax errors. Consequently, overall LWP error is largessPllaisseau.

We point out the extreme non-Gaussian nature of the erroststa, with AQy5 being typi-
cally three times as large dS(¢s.

Finally, it is interesting to consider the effect a small&\3RI pixel would have on these
error budgets. Here we consider those pixels halved in b&tahd EW directions, while at
the same time their sampling distance is halved. Also, asgbdhe improved resolution, we
assume that the wobbles have been reduced by 50 %. Errortbualgeshown in Table 3
and show some surprising results. First, understandatoty,sedue to retrieval and wobble are
reduced (note that for a smaller pixel, retrieval errors imaye more contribution from shadow-
ing/illumination, an effect we do not model). Errors due togilax are significantly larger as
the smaller pixel size offers less chance of cancellingrsrfbhe offset error depends of course,
strongly on the exact sampling positions of the pixels (wsuase the original sampling plus
additional pixels halfway). The (anti) correlations betneparallax and offset errors increases
and in general overall errors are significantly increased.
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The preceding analysis should not make one forget that the &t budget for SEVIRI
observations is purely due to the LUT’s for homogenous ddartt the NIR/ pixel wobble. We
already see here, what will become more obvious in the netiose that validation actually
introduces larger errors than the retrieval itself.

e. Spatial interpolation of MSG LWP fields

In this subsection, we investigate how effective one carfoper spatial interpolation on
a grid of SEVIRI pixels. We ask ourselves the question: 'withatvaccuracy can we obtain
the LWP of a virtual pixel from a spatial array of real SEVIRI gig. This will be useful to
know when comparing SEVIRI observations to MW radiometeeotstions later on, when the
virtual pixel will be imagined centered on a ground site.

Spatial interpolation in two dimensions may be accomptishye many different schemes.
In practice we limit ourselves to a few simple schemes, whighas follows. The first scheme
simply uses LWP at the nearest real SEVIRI pixel. In the bilirszdneme, the LWP values of
the four nearest SEVIRI pixels are bilinearly interpolatedlbtain the value at the virtual pixel.
In the inverse4 scheme LWP at the four nearest pixels are gegnaith weights determined
by the inverse of their distance to the virtual pixels. Hwale also considered a scheme
where a Gaussian weighting over the four nearest pixelseo¥ittual pixel is calculated. This
scheme requires a choice for a typical scale-length (Gamisspread’); experiments show that
for L = 0.75 interpolation errors are minimal. From our sample of 604idfe@lds we may
easily determine both the actual LWP in the virtual pixel amelinterpolates. As independent
variables in the interpolation, we used pixel indices rathan physical distance.

Error statistics are shown in Table 4 for the three grounelssitonsidered in this study:
Cabauw, Chilbolton and Pallaiseau. Of the schemes considglieéar interpolation and Gaus-
sian averaging seem to be the most accurate, with the hilineapolation slightly better (but
this maybe due to our choice of ground sites or statisticaa)oThe biase<[s,) due to these
schemes are generally less than 13g/m

f. Validation of SEVIRI with MW radiometer observations

Using the frozen turbulence assumption, we can easily mibedeLWP observations by
the MW radiometer and compare these to the SEVIRI obsenstitihwe assume that each
MW radiometer observation is based on integration over alfthae-interval, then different
windspeeds translate into tracks of various length. Fw&t,will compare MW radiometer
observations to those for the ideal SEVIRI pixel whose ceoténcides with a ground site.
Also, error contributions to SEVIRI LWP due to radiative effewill ,for now, be ignored.

In Fig. 13, the validation error as a function of track lengtid wind direction is shown
(there are negligible, positive biases, that we will notdss). Two things are readily apparent:
errors depend on wind-direction and become minimal for dmg tracklength. Unsurprising,
validation for N-S winds at the optimal tracklength is moveesful, as the mean distance of
the track to the pixel's edges is smaller. The optimal tregth depends slightly on wind-
direction; it is~ 7.5 km for E-W and~ 9 km for N-S direction, which agrees with the pixel
being larger along the N-S direction. For other winds thegegradual variation with directions.
Away from the optimal tracklength, validation errors forwind-directions is quite similar.
Overall, errors show a strong non-Gaussian distributidh @i typically 2.5 to 3 times larger
than(Qgs.
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Next, we compare MW radiometer LWP for Cabauw to that obsemvele actual SEVIRI
FOV. This analysis takes into account the errors due to tiadiaffects, parralax and pixel
offset as well. Not surprising, errors are now significadiger, as is shown in Fig. 14. There
is much less difference between the wind-directions argkleagths. Errors are distributed in a
strong non-Gaussian fashidxt)ys; /AQes =~ 3. Smallest errors that one can expect are given
in Table 5 and 6.

The validation errors shown in Fig. 14 can be explained froen) the errorsef) between
the ideal pixel and the MW radiometer observations as ptedext the beginning of this section;
2) the errorsd,) between the actual SEVIRI FOV and the ideal pixel as disclssthe preced-
ing sections. This is especially true for radiometer obsons made at optimal tracklengths
when the correlations betweenande, are minimal (r| < 0.1. The sum of the squared errors
V€2 + €2 yields very good agreement with Table 5, allowing for stat# noise. However, for
shorter tracklengths a weak negative correlation exisisdene,; ande; (—0.3 < r < —0.2),
while for long tracklengths a weak positive correlatior)(< » < 0.4) exists. In the latter case,
this correlation depends strongly on wind direction.

The absence of a significant correlation betweeande, for the optimal tracklengths sug-
gests that the concept of the ideal SEVIRI pixel is useful.

The effect of a reduced SEVIRI pixel is shown in Fig. 15. The papel shows validation
errors for the ideal pixel. Due to the smaller pixel size,imo@l tracklengths are shorter and
smallest errors are lower than for the current SEVIRI pixekgicompare to Fig. 13). The
bottom panel shows validation errors for the observed piXbkese errors are now larger than
for the current SEVIRI pixel as the smaller pixel is more sevesito LWP inhomogeneity
(compare to Fig. 13).

Finally, we consider the improvement in LWP correspondemdeesn corrections for the
parallax error and offset error are introduced. The pixieaiferror may be corrected by spatial
interpolation in between neighbouring SEVIRI pixels, sitioe location of the ground site with
respect to the SEVIRI pixel array is known. The accuracy oioarinterpolation schemes was
investigated in the previous subsection. If we know clopdteight, or at least a climatological
average, we may similarly correct for the parallax error. URedor the Cabauw station are
shown in Fig. 16. In the top panel, it is assumed we have atzwtaudtop height for each
observed cloud. This allows us to reduce minimal LWP error33®& g/nt (N-S winds) and
29.2 g/mt (E-W winds). Note that the latter error is, within statisfiooise, similar to the error
for the ideal pixel, while the first is significantly largen the bottom panel, the median of the
cloud top distribution was used to correct for the parallewre The AQgs errors are hardly
affected (21.3 and 31.9 g#p but theAQy5 errors for E-W wind are significantly higher. Using
a climatological average of cloudtop height results in iedistribution that are more strongly
non-Gaussian and wider. Finally, we see that correctingif@l offset and parallax in the case
of reduced pixels yields smaller errors. Note, however tha improvement is rather small
(~ 20%).

6. Summary and conclusion

In this paper, we have provided a detailed error budget fervilidation of satellite ob-
servations of inhomogeneous clouds with ground obsemstion particular, we studied the
agreement between LWP retrievals by the SEVIRI imager onbiterdjeostationary satellite
MSG and ground-based MW radiometer in Northern-EuropeceSimth sensors employ differ-
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ent sampling strategies, they effectively see differemids although there will be an overlap. If
clouds were homogeneous, this would not be an issue but oibodhogeneity strongly affects

the validation effort. We do not consider the effect of imeat calibration on the validation,

nor that of horizontal photon transport (shadowing/illaation). We argue that this is a valid
approximation for the large SEVIRI pixels (3 by 3 krat nadir).

Our methodology is based on realistic but artificial 2-digienal high-resolution LWP
fields, derived from MODIS observations. A new techniqueffiting in LWP variability at
length scales below 1 km was developed, that is consistehtaurrent knowledge of cloud
variability. The resulting 2-dimensional LWP distributsstill exhibit the original LWP distri-
bution as observed by MODIS at length-scales of 1 km and laBmme 604 fields of 25 by 25
km? and a 100 m resolution are used to study the impact of diftergin the aforementioned
sampling strategies. Consequentially, simulated LWP obsens may be compared amongst
themselves and with the known truth for an detailed errogletdin particular, we are able to
separate the various error contributions inherent to atibd: radiative effects in the retrieval
by the satellite LWP (due to LUT’s developed for homogenedosds and a VIS/NIR channel
FOV mismatch), incorrect image navigation and systemdiisets between satellite and ground
site location, shifts in geo-location of satellite-obsahclouds due to the parallax effect, and
the difference in satellite and radiometer FOV.

We draw several conclusions from this study. First, erratriiutions are highly non-
Gaussian implying that standard deviations are not thegorsiatistic to describe LWP errors.
In particular, error distributions are wider than the staddeviation would suggest, leading to
underestimates of the error if this statistic is used. bubteve use quantile ranges liKe()gs
andAQys. Secondly, among the different error sources that we censitj the errors inherent
to the satellite retrieval of LWP over inhomogeneous clowdg.(LUTs developed for homo-
geneous clouds, mismatch of the IFOV of different satetlitannels) is smaller than the errors
due comparison of satellite and ground-based radiometeede. WP. In other words, valida-
tion of satellite LWP observations introduces larger erthes the retrieval process itself. Of
course, our study does not include satellite calibratioarsr(estimated at 20 %, Govaerts and
Clerici (2004)), but then again, neither do we include regiesrrors for the MW radiometer
(estimated at 30 g/fLohnert and Crewell (2003))

Among the errors due to comparison of satellite and growaskd derived LWP, those due
to the parallax effect are clearly dominating for a geostatry satellite and ground-stations in
Northern Europe (latitude 50°). To some extent, these errors maybe compensated if clpud to
altitudes are known and a sufficiently extended cloud fieldtexhat allows for spatial interpo-
lation of LWP. But even if the center of the observed cloud cdies with the ground-station,
different FOV’s of the satellite and radiometer allow fordar errors than the retrieval from
satellite observations by itself. However, it is possildartinimize those errors by matching
the integration time for the radiometer and prevalent waegsls (and directions) to the satellite
pixel size. Not surprisingly, integrated tracklengthsiddaesemble the pixel size. For ground-
station that are observed under a high viewing angle, distoof the pixel implies that final
error statistics and optimal tracklengths are differen&ast-West winds than for Nouth-South
winds.

Surprisingly, validation results do not improve when smafiatellite pixels are used, but
rather deteriorate further, unless care is taken to cofoethe errors due to parallax and pixel
offset. The reason for this is that larger pixel sizes partisnpensate for the parallax error due
to overlap of the geo-location of the pixel and its shifted@, however, parallax and pixel
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offset errors are corrected for, smaller satellite pixd®aatighter error budgets. A pixel that
is half the size of the SEVIRI pixel (i.e. onB5% of its area) would yield an improvement in
LWP validation (decrease in total error budget) of not moesth 20%.
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FiGc. 2. Difference in LWP (within the same cloudfield), as a fuoctof distance, from one
of the corners of a 25 by 25 Kntloudfield. Different lines belong to different corners and
different directions (up, down, left or right) in the fieldta®dard deviation calculated for our
sample of 604 25 by 25 k#fields over land.
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Fic. 3. Variability in LWP vs. variability inr.¢, for our sample of 604 25 by 25 Knfields
over land. The solid line represents at 1:1 correspondeheajashed line is a linear fit to the
observations.
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FIG. 4. Example of an original 25 by 25 Kndlistribution of LWP as observed by MODIS. Also
shown is the associated power spectrum. The dashed linet i®afi5/3 power law.
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FiG. 5. The same cloud scene as in Fig. 4. Each MODIS 1 by 1 pirel is filled in with a
random choice for LWP distribution, drawn from a dataset obg@0 kn? observations. Also
shown is the associated power spectrum. The dashed linet i®afi5/3 power law.
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FIG. 6. The same cloud scene as in Fig. 4. Each MODIS 1 by2girel is filled in by an LWP
distribution (from a dataset of 10 by 10 Kmbservations) that best matches its neighbouring
pixels. Also shown is the associated power spectrum. Thieediline is a fit to a -5/3 power

law.
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FIG. 7. A conceptual image of the sampling strategies for SEVIRI W -radiometer. The
solid diamond is the actual SEVIRI pixel closest to the grosité (dot). Due to the parallax
effect, the cloud actually observed, however, is locatethéosouth (dashed diamond). The
dotted diamond centered on the ground site is the so-calleal ISEVIRI pixel. The track

running NW-SE represents the MW -radiometer FOV.
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FiG. 8. The plane-parallel bias in retrieved LWP due to the uselWi’s for homogeneous
clouds @y = 29.8°,0 = 59.1°, ¢ — ¢y = 4°).
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FiGc. 9. LWP error due the mismatch in 0.6 and L& FOV’s and the use of LUT’s for
homogeneous cloud8y(= 29.8°,0 = 59.1°, ¢ — g = 4°).
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FiG. 10. LWP errors due to either the NIR or VIS pixel wobble foryag wobble distances.
LWP errors due to the NIR wobble only (solid line) and NIR wabblus plane parallel bias
(dashed line) are shown as function of the standard dewiafithe wobble. The dotted line is
the error due to the VIS wobble (see Sect. 5). Also shown amesfor actual SEVIRI pixel
wobbles (diamonds).
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Fic. 11. Cloud top heights observed over Chilbolton for May to 8ejiiter 2004, obtained
from the CloudNet project. Cloud top heights were derived fragar measurements.
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FiG. 12. LWP error due to the parallax effect. Solid line is for ¢h&ud top height distribution
at Chilbolton, dotted line is at Palaisseau.

31



Wind direction: N—S Wind direction: E-W

100 100 T T T

5 = B80r

E £

N N

ad 9

[l — 601

o o

a <

s 5 40 w
° o

& &

< < 20

0 I I I 0 I I I
5 10 15 20 5 10 15 20
Tracklength [km] Tracklength [km]

FiG. 13. Validation errors in LWP for the ideal pixel as a functadriracklength (MW radiome-
ter integration time) and wind-direction. Errors due tdistecal noise are indicated with error
bars.
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FIG. 14. Validation errors in LWP for the actual SEVIRI pixel nestrido Cabauw as a function
of tracklength (MW radiometer integration time) and winidedtion. Errors due to statistical
noise are indicated with error bars. Note thathg errors are larger than 100 ¢7m
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FiG. 15. Validation errors in LWP for the reduced size pixel asrectfion of tracklength (MW

radiometer integration time) and wind-direction. Top garfer the ideal pixel and bottom
panels for the Cabauw FOV. Errors due to statistical noiseénaiieated with error bars. Note
that theQys errors are larger than 100 g7rim the lower panels.
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FIG. 16. Validation errors in LWP for the Cabauw pixel as a functafrtracklength (MW
radiometer integration time) and wind-direction, if péa&land pixel offset are accounted for.
Top panels i.c. the exact cloud top height is known and bojpamels i.c. a climatological
cloud top height is used. Errors due to statistical noiseratieated with error bars.
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TABLE 1. Geo-location of the ground sites used in this study.
location P]  pixel offset [km]

lon lat EW NS
Cabauw 493 5197 14 0.2
Chilbolton -1.44 51.14 1.6 1.1
Palaisseau 2.21 48.71 -04 -1.2
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TABLE 2. Error budget for LWP determined for SEVIRI observationdweéspect to the ideal
pixel.

Cabauw Chilbolton Palaisseau
AQGS AQQS AQGS AQQS AQGS AQ%
LUT homog 7.8 22.2 7.2 219 7.1 21.2
NIR wobble 4.1 15.0 3.7 15.0 3.7 15.4

parallax 323 1153 353 111.3 31.7 1119
site 211 665 286 86.0 17.2 465
VIS wobble 44 18.6 41 190 43 154
total 38.6 126.7 33.6 1024 46.1 138.0
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TABLE 3. Error budget for lwp determined from a sensor with twice rasolution of SEVIRI.
Cabauw Chilbolton Palaisseau
AQGS AQ% AQG8 AQQB AQGS AQ%
LUT homog 48 13.2 46 133 53 16.2
NIR wobble 36 132 3.7 126 3.8 132

parallax 49.6 177.6 52.7 170.8 52.6 1815
site 6.7 21.0 253 668 29.0 786
VIS wobble 3.7 154 36 16.0 3.7 149
total 46.8 175.1 37.6 138.3 73.6 2195

39



TABLE 4. Error budget for spatial interpolation of MSG LWP fields.

Cabauw Chilbolton Palaiseau

nearest 22.0 24.8 17.3
bilinear 9.0 13.6 11.1
inverse4 21.1 18.5 14.7
Gauss4L = 0.75 9.3 13.2 11.9
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TABLE 5. Minimal total error budget for comparison of SEVIRI and icadeter LWP, for
North-South winds.

pixel location
ideal Cabauw Chilbolton Palaiseau
no correction 15.4 39.6 38.9 45.2
climate cloud top 26.8 25.2 23.7
actual cloud top 23.8 22.6 19.5
actual cloud top, reduced pixel 19.2 18.7 17.3
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TABLE 6. Minimal total error budget for comparison of SEVIRI anditadeter LWP, for East-
West winds.

pixel location
ideal Cabauw Chilbolton Palaiseau
no correction 30.3 47.1 44.0 58.0
climate cloud top 31.3 34.8 33.8
actual cloud top 29.2 31.4 31.7
actual cloud top, reduced pixel 25.6 30.6 30.1
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