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ABSTRACT
The atmospheric Integrated Forecast System model from the European Centre for Medium-Range Weather Forecasts
is used to calculate forcing perturbations which are optimal in producing atmospheric response patterns resembling
the ‘cold-ocean-warm-land’ (COWL) flow regime over 4 d. Similar initial state perturbations are computed for com-
parison. COWL is relevant for recent climate change. The perturbations are optimal in a tangent-linear sense but are
validated by non-linear calculations. Calculations cover 836 cases during 22 winter seasons. The method effectively
estimates flow-dependant perturbations which produce response patterns resembling COWL. The optimal forcing is
more geographically confined with relatively smaller remote amplitudes and larger spatial scale than the initial state
perturbations. The quality of the 4-d response is highly dependent on the actual optimal perturbation. Averaging over
just a few cases drastically reduces this optimal property, but the long-term climate response of an average forcing does
produce signatures of the COWL regime. The results are discussed in view of Palmer’s non-linear dynamical perspective
on climate change, and several key elements are confirmed: the climate sensitivity is flow dependent; efficient forcing
structures do not resemble the response (non-normality); sensitivity and predictability are negatively correlated; and
flow characteristics for high sensitivity differ from those for low sensitivity.

1. Introduction

In this paper we estimate and discuss optimal external forcing
structures that favour subsequent large-scale atmospheric circu-
lations which project onto the cold-ocean-warm-land (COWL)
flow regime. A geographical pattern associated with COWL was
identified by Wallace et al. (1996) as regression coefficients
between atmospheric anomalies in either of the geopotential
heights of 1000 or 500 hPa, and anomalies in monthly tem-
peratures averaged over the Northern Hemisphere (NH) land
surface for the cold-season (November–April). This pattern was
used to separate a 20th century multidecadal warming trend from
a presumed dynamically contributed intraseasonal and interan-
nual variability in the NH surface temperature. Despite being
defined through surface temperature anomalies, the COWL pat-
tern had a deep equivalent-barotropic structure with decreasing
temperature amplitudes with height. Broccoli et al. (1998) found
evidence of the COWL pattern as a natural mode of climate vari-
ability in a 1000 yr long control simulation of the coupled global
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climate model at the Geophysical Fluid Dynamics Laboratory
(GFDL).

It is a matter of some debate to what extent flow regimes and
multimodal probability density functions (pdf) of atmospheric
states are well defined (e.g. Stephenson et al., 2004). It is never-
theless possible to identify persistent flow anomalies (Branstator,
1990) or synoptically defined patterns that are recognized by
its high degree of persistence, despite showing slightly differ-
ent characteristics between each occurrence (e.g. Jung et al.,
2005). Extratropical blocking is a well documented regional phe-
nomenon associated with persistent flow anomalies (Rex, 1950;
Blackmon, 1976; Lejenäs and Økland, 1983; Kanestrøm et al.,
1985). Some flow patterns are associated with teleconnections
(Wallace and Gutzler, 1981) such as the Pacific-North American
pattern (PNA) and the North-Atlantic oscillation (NAO; Hurrel,
1996).

The hemispheric scale of these patterns and their possible na-
ture as dynamical modes of variability, that is, flow regimes, are
less well established. No significant covariance between Atlantic
and Pacific blocking has been revealed (Lejenäs and Økland,
1983) and the PNA and NAO patterns appear to fluctuate in-
dependently for much of the time (Wallace et al., 1996). On
the other hand, early cluster analyses pointed out statistically
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significant hemispheric-scale flow patterns (Mo and Ghil, 1988;
Molteni et al., 1990). Furthermore, both Kimoto and Ghil (1993)
and Cheng and Wallace (1993) found a hemispheric COWL pat-
tern from cluster analysis in a truncated phase space spanned
by the two leading empirical orthogonal functions (EOF) of free
tropospheric flow maps. These results are complemented by sev-
eral recent studies (Corti et al., 1999; Smyth et al., 1999; Lu
et al., 2004, Quadrelli and Wallace, 2004; Wu and Straus,
2004a, b) which all identify common hemispheric patterns of
COWL interpreted as atmospheric modes of variability. Similar
results are found for the Northern Annular Mode (NAM), that is,
the Arctic Oscillation (AO; Thompson and Wallace, 1998, 2000),
and the PNA. In this work, we use these hemispheric patterns
as signatures of flow regimes, realizing that more significant re-
sults probably could be achieved by using sector patterns. See
Molteni et al. (2006) for a further discussion of the significance
of clusters and their similarities.

One important motivation for this study is to investigate major
aspects of the non-linear dynamical perspective put forward by
Palmer (1993, 1999) and discussed in Palmer (1996). This per-
spective challenges the view that anthropogenic climate change
should deviate considerably from natural variability and thus
be recognized as ‘fingerprints’ of the forcing causing it (e.g.
Hasselmann, 1993). It provides concepts for the atmospheric re-
sponse to a small imposed forcing, given that the atmosphere
behaves as a non-linear and unstable dynamical system. Insta-
bility is manifested by the fact that arbitrary close states diverge
and yield a strange attractor. Palmer (1999) identifies two basic
aspects of non-linearity. First, non-linearity causes the rate at
which close states diverge to vary with the actual position on
the attractor, or alternatively that the atmospheric predictabil-
ity depends on the actual weather. Existence of dynamical flow
regimes characterized by quasi-stationary synoptic patterns with
increased predictability can thus be understood in view of this
property of non-linearity. However, extended predictability can
also be associated with developments under swift transition (see
discussion in section 4 of Corti and Palmer 1997). The sec-
ond aspect of non-linearity concerns the non-normal property
of the tangent-linear model caused by the linearization of non-
linear terms such as advection. The non-normality leads to non-
orthogonal normal modes and, as thoroughly discussed in Farrel
and Ioannou (1996a, b), arbitrary perturbations may grow over
finite time intervals even though the amplitudes of all normal
modes decrease and the system as such is characterized as sta-
ble.

Flow regimes and flow-dependent predictability are basic con-
cepts in the non-linear dynamical perspective, which can be sum-
marized in a few points: (i) the impact of a small imposed forc-
ing is felt primarily when predictability is small; (ii) the climate
response to a small imposed forcing is primarily manifested in
terms of changes in the frequency of occurrence of flow regimes;
(iii) the geographical structure of the flow regimes is relatively
unaffected by the small imposed forcing and (iv) the influence

Fig. 1. Leading singular values calculated over an optimization time
typically required for a shift between the regimes in the Lorenz (1963)
chaotic model (60 dimensionless time units). The values are plotted for
starting points on the attractor and are depicted in the xz-plane, where x
and z are the standard dimensionless co-ordinates of the model. The
imposed constant forcing of 4.5 dimensionless units points from the
left fix-point (C−) to the right (C+) in the middle of the two ‘holes’.
Values larger than 1.0 signify that adjacent states will diverge over the
next 60 time units, and the system is highly sensitive for the imposed
forcing when the singular values are large (red colours). The short-term
predictability is small in the red area (e.g. Nese, 1989), where the
system is sensitive to the forcing. The system’s response to the forcing
is a higher number of states around the fix point C+ (on the right-hand
side) than around C− (on the left-hand side).

of the small imposed forcing may be strongest in localized re-
gions which will not coincide with the regions of atmospheric
response. One consequence of this perspective is that a region’s
climate change should be determined by the properties of the
naturally occurring flow regimes that change their frequency of
occurrence, rather than by the details of the forcing. Boer and
Yu (2003) came to similar conclusions, by discussing the climate
response to an imposed forcing in terms of internal feedbacks
rather than non-linear dynamics. Their view appears to depend
less on the existence of flow regimes, but atmospheric non-linear
dynamics (advection) is nevertheless an important vehicle for
provoking remote feedback.

The three-variable equations of Lorenz (1963) can serve as
an illustration. A constant external forcing is added to the equa-
tions with positive components for the x- and y-variables. Figure
1 shows that the hole in the middle is much larger on the left
wing than the right, and there are also more open spaces on the
left wing. As expected, the response is that more states belong to
the right ‘regime’ of the attractor than the left, although a con-
siderable fraction of the states respond negligibly to the external
forcing (see also fig. 2a in Palmer 1999). Over a time-interval
of typical transitions between the regimes (60 time-units), the
system is very sensitive to such a forcing for states in the lower
portion of the attractor, where the predictability is known to be
at its minimum. Considerably more than 50% of states that visit
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this sensitive part of the attractor subsequently select the right
regime. Apart from the different number of states in the two
regimes which occur in response, the shape of the attractor is
practically insensitive to the forcing. The pattern of states that
define the response is indeed very different from those states
which feel the impact of the forcing.

Corti et al. (1999) detected a positive trend in the relative
occurrence of COWL, and a simultaneous negative trend in the
relative occurrence of AO in its negative phase, in the latter
half of the 20th century. Hence aspects of the observed climate
change in the NH can be interpreted as a systematic change in
the pdf of atmospheric states associated with COWL and AO,
without any significant change in their geographical structure.
In this respect Corti et al. (1999) showed that Palmer’s non-
linear dynamical perspective may offer a valuable interpretation
of the observed climate change over the latter half of the 20th
century in response to a possibly anthropogenic external forcing.
The results of forced experiments with the GFDL climate model
discussed in Broccoli et al. (1998) can also be interpreted in view
of the non-linear perspective.

Inspired by the analysis of Corti et al. (1999) and the non-linear
dynamical perspective of Palmer (1993, 1999), we use a state-of-
the-art global numerical weather prediction model to construct
forcing sensitivity patterns (FSP) for COWL. We define the FSP
for COWL at time t as the constant forcing of a given magnitude
which produces an atmospheric response with maximum COWL
index (CI) when imposed on the atmosphere over a specified time
interval [t, t + T]. Note that the forcing is constant over each
time interval, but varies from case to case. The CI of the response
is the projection of the resulting increment on the atmospheric
state on the COWL pattern. The shape of the FSP for COWL and
any well defined COWL sensitivity index (CSI), will vary from
case to case due to non-linearity.

The FSP may represent tendencies in mass, momentum, or en-
ergy due to exchange through the upper and lower boundaries,
or from internal atmospheric processes. Its significance will be
discussed in light of Palmer’s non-linear dynamical perspective.
Thus, a real forcing which projects positively onto the FSP for
COWL when sensitivity is high, should increase the occurrence
of COWL compared to flow regimes which are not correlated
with COWL. It is well documented that the NH pattern of in-
creased observed surface air temperature during the last 50 years
is closely related to COWL (Randall et al., 2007). In this regard
we set forth to study the relevance of COWL as a dynamical
mode of NH atmospheric variability, and as a signature of cli-
mate change. The relation between a known external forcing
and the calculated FSP is not addressed, but is subject for further
study (see also Moore et al., 2006). Similarly, we do not discuss
physical mechanisms for onset or decay of quasi-persistent flow
patterns as, for example, done by Evans and Black (2003).

In this study we use a relatively recent version (cycle 29r2) of
the Integrated Forecast System (IFS) from the European Centre
for Medium-Range Weather Forecasts (ECMWF). The skill of

medium-range forecasts by the IFS has been substantially im-
proved during the last decades (Simmons and Hollingsworth,
2002), including a reduction in systematic errors (Jung, 2005;
Uppala et al., 2005). Although models of this kind are not per-
fect replicas of the atmosphere, we can regard them as the most
reliable laboratories in the search for atmospheric FSPs.

This paper follows up preliminary studies by Iversen et al.
(2003, 2006). The method for calculating FSP is an extension
of eq. (16) in Palmer (1999). The method was originally de-
signed to diagnose key model tendency errors that reduce short
to medium range predictability on a given day (Barkmeijer
et al., 2003). Related results were presented for initial state sen-
sitivity patterns (ISP) for sector flow regimes by Oortwijn and
Barkmeijer (1995) and Corti and Palmer (1997), and for FSP of
hemispheric patterns by Iversen et al. (2003), using a much sim-
pler three-level quasi-geostrophic model. Jung and Barkmeijer
(2006) carried out similar experiments as presented here with the
ECMWF IFS, but for stratospheric forcing of AO and a much
smaller sample size.

The paper starts with a short description of methods, defini-
tions, and data in Section 2. In Section 3, we present the FSP, ISP
and CSI calculations. Response patterns to the FSP and ISP are
presented and discussed in Section 4. In Section 5, we discuss
the non-linear dynamical perspective of Palmer (1993, 1999). A
summary and some conclusions are given in Section 6.

2. Methodology and definitions

2.1. The model and basic data

The experimental tool in this study is the cycle 29r2 of the
ECMWF IFS global numerical weather prediction model, which
was used operationally from 28 June 2005 to 1 February 2006
(see www.ecmwf.int/research/ifs/). There are 60 levels in the ver-
tical of which about half are located above the tropopause and
below ca. 0.1 hPa. In this study the so-called sensitivity suite
(Klinker et al., 1998) of the model is used. Due to computational
costs a reduced spectral resolution of T63 is employed for non-
linear control and perturbation runs. This corresponds to about
1.875◦ on a regular latitude–longitude grid or a N48 Gaussian
grid, which is amongst the finer resolution of the atmosphere
in present climate models. For consistency, the tangent linear
model and its adjoint use the same resolution.

The basic fields of meteorological data and sea surface tem-
peratures are taken from the ERA-40 re-analysis (Uppala et al.,
2005) which covers the period from September 1957 to August
2002. We select data from 22 extended winter seasons between
mid-October and mid-April. Within these periods, the 4-d sen-
sitivities and FSPs are normally calculated every fifth consecu-
tive day, yielding 38 selected dates for each season and a total
of 836 individual cases. For shorter periods calculations were
made more frequently to investigate the duration of sensitivity
anomalies.
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Fig. 2. The COWL flow pattern generated from Corti et al. (1999). (a)
500 hPa geopotential height anomaly with equidistance 20 m. (b)
Temperature with equidistance 0.6 K, at model level 60 close to the
ground surface.

2.2. The COWL regime and COWL index

It is assumed that the anomaly pattern defined as COWL repre-
sents a dynamical mode of variability in the atmosphere during
the NH winter. We refer to this mode as the ‘COWL regime’.
Our estimated anomalies in the 500 hPa geopotential height for
the COWL regime are presented in Fig. 2a. They are based
on the cluster A in Corti et al. (1999). We have extended this
anomaly pattern to the full set of atmospheric state variables
in the ECMWF IFS model except humidity, by performing a
weighted average of the ERA-40 monthly data (Uppala et al.,
2005). The weights are normalized projection coefficients of
monthly 500 hPa anomalies of unit length onto the original clus-
ter A pattern. These projections are calculated with the standard
Euclidian inner product. The thus obtained air temperature at
the lowest model level is shown in Fig. 2b. The temperature
anomalies are smaller at 500 hPa (not shown).

There are many examples of atmospheric flow indices in the
literature based on synoptic characteristics (e.g. Rex, 1950), tele-
connections (e.g. Wallace and Gutzler, 1981) and cluster analysis
in a phase space of reduced dimensions (e.g. Molteni et al., 1990).
In this paper, we define the CI of a given atmospheric state at
time t, xt , in terms of the projection of the associated anomaly
field onto the COWL regime pattern:

CI (xt ) = 〈xt − c, CTγCOWL〉
〈γCOWL, CTγCOWL〉 , (1)

where c is the state vector for the monthly average atmospheric
climate defined over the entire ERA-40 data, and γ COWL is the
anomaly pattern for the COWL regime. The expression 〈x, y〉
denotes the standard Euclidian inner product, and CT is a positive
definite and symmetric matrix that defines the type of norm. We
choose an inner product which produces a norm in terms of total
energy (Buizza and Palmer, 1995; Ehrendorfer et al., 1999), but
the properties of CI do not depend critically on the choice of
norm. Both the 500 hPa metric norm (Oortwijn and Barkmeijer,
1995) and the kinetic energy norm (Corti and Palmer, 1997;
Iversen et al. 2003) give similar results for a three-level quasi-
geostrophic model. Note that the CI in eq. (1) measures both the
resemblance in spatial pattern and the anomaly amplitude.

The hemispheric COWL regime includes a pattern of a posi-
tive phase NAO. NAO is normally regarded as a sector anomaly
pattern which relates to the hemispheric-scale AO (Wallace,
2000). Cluster D in Corti et al. (1999) is dominated by a pat-
tern with negative-phase AO and hence a negative NAO index.
A time-series of CI will be negatively correlated with a simulta-
neous time-series of an index for cluster D. On the other hand, a
similar index for their cluster B, which is dominated by a nega-
tive phase PNA, is not expected to produce significant correlation
with CI.

2.3. Estimating the COWL sensitivity pattern and
sensitivity index

We seek perturbations f̄ of the atmospheric forcing (or ε0 of the
initial state) that produce a state difference εT compared to the
control state xc

T at final time T, which is as close as possible to
the anomaly pattern γ = A γCOWL. Here A is a constant number
discussed in Section 2.4 below. Thus, perturbations f̄ (or ε0)
should minimize the cost function:

J = 1

2
〈P(εT − γ), CTP(εT − γ)〉 , (2)

where εT = xT −xc
T. Here, P is a local projection operator

(Buizza, 1994) which excludes points outside the extra-tropical
NH. We approximate εT in (1) by the resulting tangent linear
evolution over the optimization time interval [t,t+T] relative to
the non-linear control development xc

t calculated with the full
ECMWF IFS model. Expressed by the resolvent:

εT = M (0, T) ε0 (3a)

for initial state perturbation, and:

εT = M̃ (0, T) f̄ (3b)

for constant forcing perturbations. Here M (0, T) is the tangent-
linear propagator, and M̃(0, T) = ∫ T

0 M(s, T)ds. Both operators
depend on the actual state, which is the first aspect of non-
linearity discussed in Palmer (1999). See Barkmeijer et al. (2003)
and Jung and Barkmeijer (2006) for further details about their
calculation.

We define the initial sensitivity pattern (ISP) as the pattern
ε0 which minimizes J given (3a), and the FSP as the pattern f̄
which minimizes J given (3b). These patterns are approximately
estimated by an iterative procedure (Barkmeijer et al., 2003)
which requires estimates of the phase space gradient of J with
respect to ε0:

∇0J = C−1
0 M∗P∗CTP(Mε0 − γ) (4a)

or with respect to f̄:

∇fJ = C−1
0 M̃∗P∗CTP(M̃f̄ − γ). (4b)

The adjoints M∗, M̃∗ and P∗ are defined with respect to the Eu-
clidian inner product. Due to linearized advection terms, which
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are non-linear originally, in general cases M and M̃ are not nor-
mal (M∗ M �= MM∗) and their eigenvectors, the normal modes,
are not orthogonal. This is the second aspect of non-linearity dis-
cussed by Palmer (1999). The symmetric and positive definite
operator C0 allows a different norm initially than at final time T.
The procedure for finding FSP estimates for each iteration an in-
crement δf̄ along the former estimate of the gradient (4b) which
is constrained by keeping 〈C0δf, δf 〉 constant. Initial state in-
crements δε0 are estimated analogously keeping 〈C0 δε0, δε0〉
constant. The iterative procedure starts by assuming f̄ = 0 in
(4b), (or ε0 = 0 in eq. 4a) yielding [∇0J]0 = −C−1

0 M∗P∗CT Pγ

and [∇fJ]0 = −C−1
0 M̃∗P∗CT P γ. We define the CSI with respect

to forcing by:

C SI = 1

T

∥∥[∇fJ]0
∥∥

C0
· ‖γ‖−1

C0
(5)

and similar with respect to initial state: C SI ∗ = ‖[∇0J]0‖C0 ·
‖γ‖−1

C0
. The norm of a state vector y is defined as ‖y‖C0 =

〈
y, C0y

〉1/2
and T is the optimization time.

Through M and M̃ the sensitivities depend on the actual sys-
tem state. Klinker et al. (1998) designed the iteration procedure
for initial state sensitivities for γ equal to a short-term fore-
cast error, and Barkmeijer et al. (2003) did the same for forcing
sensitivities. Here we apply the methods to anomaly patterns as-
sociated with atmospheric flow regimes such as COWL. Klinker
et al. (1998) showed that three iterations yield a best fit to the ob-
servations for adiabatic computations (Buizza, 1993). Accord-
ing to Jung et al. (2003) six iterations appear to be necessary
for diabatic adjoint calculations due to slower convergence, and
that is our choice. The linear physics in the diabatic tangent-
linear and adjoint models is described by Mahfouf (1999) and
comprises vertical diffusion, subgrid scale orographic effects,
large-scale condensation, long-wave radiation and deep cumu-
lus convection. Note that the side condition of constant norm of
the iteration increments will, together with the number of iter-
ations, determine the norm of the full FSP and ISP as well as
their tangent-linear evolution. The evolved patterns’ norm will
in general differ from the norm of the anomaly pattern γ.

2.4. Some parameter choices

Details of the adjoint model influence the results, and since the
adjoints in (4) depend on the norm, so will the sensitivities. The
total energy norm (e.g. Barkmeijer et al., 2003) gives a reason-
ably complete picture of the differences between atmospheric
states (e.g. Orrell et al., 2001; Orrell, 2002). Our target domain
defined by P in (2) is the part of the NH north of 30◦N. Except
for some special tests, the FSP or ISP are not restricted to any
geographical region or vertical levels by C0, and all the model
variables except specific humidity, are included in the optimiza-
tion procedure.

The COWL anomaly pattern is multiplied by a scalar factor
A, hereafter denoted the regime pattern scaling factor, that is, γ

= AγCOWL in (2). The pattern γCOWL is derived from monthly
data, and its amplitude is inflated since the daily experiments
features structures of much larger amplitudes. Note that although
the CSI (6) does not depend on A, it may nevertheless influence
the linearity. Except for a few cases we have chosen A = 10.
Experiments with A = 1, 2.5, 10 or 40 reveal that the ability
to produce a response resembling the COWL regime pattern
increases with A, but for A > 10 the increase is modest (Iversen
et al., 2006), probably because of non-linear effects.

The optimization time T should capture the typical duration
of flow regime transitions for COWL. Transition times are typ-
ically much shorter than the average residence time of states
belonging to the regimes. For instance, for strongly coupled
flow regimes like ENSO the time-scale may be weeks to a
few months (Moore and Kleeman, 1999). Predominantly, at-
mospheric regime switches, such as between mid-latitude zonal
flows and blocking, may occur within a few days. In this paper,
we assume T = 4 d as a suitable time range for the NH atmo-
spheric regimes, even though this optimization time may limit
potential remote influences such as possibly systematic tran-
sient wave-trapping downstream over vast distances (Branstator,
2002). Pacific SST perturbations such as associated with ENSO
have a tendency to increase the frequency of COWL events on
monthly, interannual (Molteni et al., 1993), and decadal (Kumar
and Hoerling, 1998) timescales. Nevertheless, a considerably
larger optimization time T would increase the pattern’s depen-
dence on details in the actual atmospheric flows (see discussion
in Palmer, 1999).

2.5. The estimated non-linear response

The method’s success is mainly defined by the degree of re-
semblance between the non-linear atmospheric response of the
sensitivity patterns and the COWL anomaly pattern. Once a
FSP (f̄) has been determined, its impact on the atmospheric
state development is calculated by adding f̄ as a forcing term
to the IFS model and produce a fully non-linearly evolved pat-
tern over time interval [t, t + T]. The evolved ISP perturbations
are similarly calculated by integrating the unperturbed IFS start-
ing from x0 + ε0. The difference between the results from the
perturbed runs and the unperturbed control forecast (xt − xc

t )
at any future time t is the non-linear response to the FSP (or
alternatively the ISP). The validity of the procedure of finding
f̄ and ε0 is tested by comparing the results of the non-linear
response at time T (xT − xc

T) with the COWL regime pattern
(γCOWL).

In cases when the non-linear response has little resemblance
with the COWL regime, one reason could be that the tangent-
linear assumption is poor for the chosen perturbation amplitude.
This is also influenced by the chosen length of the optimization
interval, T, (e.g. Errico, 1997), since reduced amplitudes of the
FSP or ISP may become necessary in order to keep the response
quasi-linear throughout the time span T. The iterative procedure
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Fig. 3. Daily values of the COWL sensitivity index (CSI) for initial
state (thin, sample average 11.48) and for forcing (thick, sample
average 2.66) (see eq. 5) for 22 extended winter seasons. The
sensitivity values are scaled by dividing with the respective sample
averages, and values assigned to day D is for the optimization time
interval [D, D + 4 d]. The sensitivities are calculated every 5 d, except
for some selected periods highlighted in Fig. 5. The sample correlation
coefficient between the two sensitivity indices is 0.91.

Fig. 4. Frequency distribution histograms for the sensitivity indices of Fig. 3 (for the 1985 winter only half the data points are used, i.e., every 5 d);
forcing sensitivity (left) and initial state sensitivity (right). All class intervals are of equal length and the first interval includes sensitivity indices in
the range 0.50005–0.60005. Both the horizontal and vertical axes are the same in both figures. The medians are 0.97 and 0.95 for the left and right
figures, respectively. The 20% most sensitive forcing cases lay above 1.1540 and the 20% least below 0.8494. For the initial state sensitivities the
corresponding values are 1.18790 and 0.7805, respectively.

designed by Ortwijn and Barkmeijer (1995) could then be used,
in which the non-linear control forecast xc

t is redefined for each
iteration by adding the small amplitude increments proportional
to either FSP or ISP determined as described in Section 2.3. We
have not found this to be necessary in our experiments.

3. Estimated atmospheric sensitivity

3.1. The COWL sensitivity index

The CSI (see eq. 5) is shown as a function of time in Fig. 3 and
as frequency distribution histograms in Fig. 4. A few selected
periods and cases are studied with higher temporal resolution, as
shown in Fig. 5. The two series of CSI for initial state and forcing,
respectively, are made comparable by normalization, that is, each
individual CSI is divided with the sample average of each series.
Only very few cases have considerably higher sensitivity than
average, such as on 26 January 1989. The frequency distributions
of normalized CSI are slightly skewed with a longer tail in the
direction of high values (i.e. high sensitivities). The temporal
correlation between the initial state and forcing CSIs amounts
to as much as 0.91. Of the 20% most (least) sensitive cases to
forcing, 78% (72%) occurred on the same day as the 20% most
(least) sensitive cases to initial perturbations. The initial state
CSI has larger variability than the forcing CSI, and the frequency
distribution is slightly more skewed with more pronounced peak
sensitivities.

Both the initial state and forcing CSIs have negligible tem-
poral autocorrelation. This is also seen when CSI is calculated
more frequently, and a closer inspection of the two highest peaks
shown in Fig. 5 (26 January 1989 and 14 March 1980) reveals
that on consecutive days before and after each of the peaks the
sensitivities are considerably smaller. This indicates that the at-
mosphere can be sensitive to weak perturbations during time
slots of only a day or two. This reflects (but does not prove)
that atmospheric perturbations become increasingly dependent
on details in the atmospheric flow as described by the propaga-
tors M and M̃ (eq. 3) when the optimization time T increases
(Palmer, 1999). On the other hand, as T → 0 then f̄ and ε0
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Fig. 5. Details from the panels in Fig. 3. The panel to the show selected periods for which sensitivities are calculated twice per 5 d. The two panels
to the right highlight two very sensitive cases for which sensitivities are calculated daily.

Fig. 6. Averaged (a)–(d) and rms (e)–(h) forcing sensitivity patterns
(FSP) for the 5% most—(a), (c), (e) and (g)—and least—(b), (d), (f)
and (h)—sensitive days. Shown are temperature tendency perturbations
(K d–1) in the mid-troposphere (model level 39)—(a), (b), (e) and
(f)—and immediately above the ground surface (model level 60)—(c),
(d), (g) and (h). The averaging employs the sensitivity indices as
weights.

will gradually approach γ, for example if the optimization time
equals one model time-step.

3.2. Characteristics of the COWL sensitivity
patterns

Figures 6 and 7 respectively show statistics for FSP and ISP
associated with the 5% most and 5% least sensitive cases. The

Fig. 7. Same as Fig. 6 but for initial sensitivity patterns (ISP) for
temperature (K).

mapped variables are the average and root mean square (rms) of
temperature at model levels 39 (∼500 hPa) and 60 (lowest level
above ground). The perturbation patterns are mainly located on
the NH, and the larger values are located well inside the target
area north of 30◦N. Both for the forcing and the initial state
perturbations the average is generally small compared to the
rms, hence the variability is dominating over the averages and
the rms nearly equals the standard deviation.

The average FSP resembles the COWL regime pattern shown
in Fig. 2. The significance of this is further discussed in
Section 5.1. It is also noted that the least sensitive cases both
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have larger amplitudes and higher spatial correlation with the
COWL regime pattern than the most sensitive cases. Higher
initial and forcing amplitudes are imposed for low sensitivi-
ties in order to compensate for the slower growth. The higher
spatial correlation possibly reflects a higher degree of pre-
dictability, as discussed in Section 5.2. The rms points to re-
gions where the forcing perturbations are large and/or have high
frequency of occurrence. Nevertheless, for a given atmospheric
state other regions also have considerable perturbations but less
consistently.

Figure 6 indicates that the FSPs are more uniform in the mid-
troposphere than close to the surface. Near the surface some areas
experience considerably higher rms-values than others, such that
over the northern North-Atlantic and northern Eurasia. In the
mid-troposphere the main contributions are from East Asia, the
costal areas of The Pacific Ocean, north-eastern North-America,
and The North-Atlantic Ocean. Even though rms-values for high
CSI is higher over larger areas, the pattern of rms associated
with high CSI resemble in many respects those associated with
low. This might suggest that our sample of high CSI cases is
not representative of the truly high sensitivity cases. However,
the differences are important in that the atmosphere during high
CSI is sensitive in more localized regions, in accordance with
suggestions by Palmer (1999).

The ISPs have smaller spatial scales than the FSPs, and thus
appear more chaotic. This agrees with the findings in Barkmei-
jer et al. (2003) and Iversen et al. (2003); while singular vectors
develop upscale, forcing singular vectors have comparable spa-
tial scales throughout the optimization time interval. In line with
this, the resemblance of the average ISP with the COWL regime
pattern is much weaker than for the average FSP. There is a
significant amount of energy on the small scales. Iversen et al.
(2006) showed that the detection of the high sensitivity cases de-
pends on the horizontal resolution of the adjoint model, and that
the ISP become even more small scale with increasing horizon-
tal resolution, indicating a fundamental scale difference between
the ISP and FSP. This could be expected since both patterns are
constructed to yield a response pattern defined from monthly
atmospheric anomalies, and given that the ISP is imposed only
once in the beginning of the optimization time interval, while
FSP is a continuous impact.

As for the FSP, the ISP perturbations are more wide-spread in
the mid-atmosphere than close to the surface. Furthermore, the
ISP perturbations have larger remote contributions than the FSP
perturbations, and extend into the tropics. Large contributions are
found close to the surface over oceans, but the Pacific and At-
lantic Oceans are about equally important. There are only small
perturbations over the continents except for Northern Africa and
South-West Europe. Both FSP and ISP on the average are largest
in the mid-troposphere, and decrease upwards and towards the
surface (not shown). This is reflected in Figs. 6 and 7 where the
peak values and the spatial extension are larger at 500 hPa than
close to the surface.

Fig. 8. Example of a single case where the non-linear model response
to a 4-d FSP includes a pronounced shift of flow regime with respect to
COWL. The model starts from 00 UTC 29 November 1963 with a
COWL index of 2.59, and runs for the first 4 d with a forcing
perturbation which is designed to decrease the projection on COWL,
while the forcing is 0 thereafter up to day 10. Panels (a), (b) and (c)
show 5-d averages of 500 hPa geopotential height anomalies over the
first 5 d for the control run (every 50 m, COWL index 1.42), the
perturbed run (every 50 m, COWL index 0.62), and for the difference
(every 10 m). Panels (d), (e) and (f) show similar 5-d averages over the
days 5–10 for the control run (every 50 m, COWL index −0.69), the
perturbed run (every 50 m, COWL index −3.58), and for the difference
(every 40 m).

4. Estimated atmospheric response

4.1. An example of forced COWL transition

Figure 8 shows results for one example starting from 12 UTC 29
November 1963. A clear change in the synoptic-scale circulation
is seen in response to a FSP which is imposed over the first
4 d of a 10-d non-linear calculation with the ECMWF IFS. In
order to focus on the time-scale for which the COWL regime
pattern is not masked by daily variability, 5-d averages of the
500 hPa geopotential height anomalies relative to the ERA-40
climatology are shown in Fig. 8. Note that in this case the FSP for
a negative COWL regime pattern is imposed; hence a response
should show opposite sign than the pattern shown in Fig. 2a. The
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southernmost latitude circle in Fig. 8 is 20◦N. while in Fig. 2 it
is 30◦N.

The CI (in eq. 1) in the control run (top panels in Fig. 8) is
1.4 for the first 5-d average and −0.7 for the second 5-d average.
Hence, there are already signs of an unforced change in the
COWL regime in the control integration. In the perturbed run
where the FSP is imposed over first 4 d, there is little change
in the first 5-d average (CI = 0.6) but a considerable response
for the second (CI = −3.6) even though the forcing is no longer
imposed. Even the full anomaly in Fig. 8e) bear clear signatures
of the pattern in Fig. 2a) with opposite sign. The response pattern,
that is, the difference in anomalies between the perturbed and the
control integration, shown in the lower panel is seen to correlate
negatively with the pattern in Fig. 2a in the first 5-d period, but
this is particularly more evident in the second (Fig. 8f). This
behaviour indicates that the FSP occasionally can be regarded
as a trigger of a regime change since sustained forcing is not
required. However, the efficiency of FSP as a trigger is expected
to vary from one case the other.

4.2. Four-day response pattern

Figure 9 shows the non-linear response in 500 hPa geopotential
height at day 4 averaged over all 836 cases. The averaged non-
linearly evolved perturbations at day 4 are very similar to the
COWL regime pattern (Fig. 2a). The averaged spectral and ver-
tical total dry energy profiles of the evolved perturbations (not

Fig. 9. Non-linearly evolved forcing, (a) and (b), and initial state, (c)
and (d), perturbations at the end of the 4-d optimization time interval.
The figure shows the average (a) and c) and standard deviation (b) and
d) of the 500 hPa geopotential height (m) for all 836 individual cases
from 22 extended winter seasons. For the averages the contours are
drawn every 15 m and dashed curves represents negative values. For
the standard deviation the contours are drawn every 4 m and the grey
shading starts at 24 m.

shown) are also similar to the respective COWL profiles, and the
response to the FSP shows the overall closest agreement. With
a pattern scaling factor of A = 10 (see Section 2.4), the given
side conditions in the iteration procedure cause the total energy
norm of the average non-linear response pattern to be typically
a factor 2–3 larger than the norm of γCOWL. A suitable reduction
of the amplitude of FSP or ISP will produce the correct norm.

The standard deviation map in Fig. 9 reflects a substantial vari-
ability in the 4-d response pattern. This variability is considerably
larger and geographically more widespread for the evolved ISP
(Fig. 9d) than for the evolved FSP (Fig. 9b), and it is particu-
larly pronounced for the Pacific and Atlantic storm tracks. The
standard deviation includes contributions both from fluctuations
in the spatial patterns and in the amplitudes. A pure pattern re-
semblance can be estimated by the spatial correlations between
the 836 cases and the original COWL pattern. The average cor-
relation coefficient is 0.82 (0.75) for the non-linear response of
the estimated optimal forcing (initial state) perturbations. Hence,
about 67% (56%) of the spatial variance can be recognized by
its resemblance with the COWL regime pattern, which supports
the validity of the applied method.

4.3. Four-day COWL index response

The COWL regime index, CI, defined in eq. (1), measures the
resemblance between a given atmospheric state and the pattern
of the COWL regime. Simple flow indices are convenient be-
cause the values of a single scalar indicate the occurrence and
approximate behaviour of a three-dimensional flow regime. The
atmospheric response in the occurrence of the COWL regime at
optimization time T (=4 d) to an imposed forcing for individual
cases, is thus measured by the simple quantity � CI = CI (xT ) −
CI (xc

T ) = CI (xT −xc
T ), where xc

T (xT ) is the control (perturbed)
atmospheric development.

In its strictest definition, we define a COWL transition as a
change in the sign of CI. Such transitions occur in 13 (7) of
the 42 most (least) sensitive cases (see Table 1), and for a ma-
jority of these the CI changes from negative to positive. If we
include transitions where CI changes sign at least twice during

Table 1. The number of COWL transitions between day 0 and day 4 in
the 5% (42) high and low sensitivity composites. Results for both the
basic state and perturbed trajectories are given. A COWL transition is
defined as a change in the sign of the COWL index CI defined by eq.
(1).

Forcing sensitivity Initial state sensitivity

CSI-level Basic state Perturbed state Basic state Perturbed state

Highest 5% 12 17 13 18
Lowest 5% 7 11 7 10
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Fig. 10. Frequency distribution (%) of the COWL index for the
unperturbed atmospheric states (thick black in the middle) and for
non-linearly evolved states after optimally perturbing the model
tendencies (forcing, thin black) or the initial states (grey). Results after
subtracting perturbations are thin continuous curves to the left, and
after adding perturbations are dashed curves to the right.

the 4 d optimization period, the number of high (low) sensitivity
transitions increases by 5 (0). After adding optimal perturbations
to the most sensitive cases, Table 1 shows that the COWL transi-
tions increase from 13 to 18. Contra-intuitively, we find similar
results also for the 5% least sensitive cases. This is, however, in-
fluenced by the experimental design which compensates the low
sensitivity by increasing the amplitudes of the perturbations. The
number of cases which is identified by COWL transition is prob-
ably too few to be statistically significant. In the discussions in
this paper, we therefore include all changes in CI in positive or
negative direction.

Figure 10 shows the frequency of occurrence of CI-values at
optimization time (day 4) for the 836 atmospheric states em-
ployed in this study. In addition to showing the distribution of CI
for the control calculations, two sets of frequency distributions
for non-linearly evolved perturbed states are shown, one after
adding optimal perturbations (dashed), and one after subtracting
optimal perturbations (thin continuous). The frequency distri-
bution for the control calculations indicates that a negative CI
is climatologically about equally as likely as a positive CI. The
distribution of the CI after perturbing with FSP (or ISP) have
similar shapes but are significantly shifted along the axis for the
CI in agreement with the sign of the added perturbations. This
further supports the validity of the applied method for optimal
perturbations.

4.4. Response studies for high sensitivity cases

Atmospheric states which are sensitive to small perturbations
do not necessarily develop subsequent flow regime transitions.
To trigger a COWL pattern response, an actual imposed forcing
needs to project onto the FSP during the time slots when the
CSI is large. In the following we discuss the properties of the
FSP for the 10 cases with highest CSI. These cases are listed
in Table 2. Seven of these are also among the 10 cases with

Table 2. The 10 most sensitive cases and their sensitivity indices
scaled by their respective overall averages. The cases are ranked
according to their sensitivity, and the dates are day N in the time
interval [N, N + 4 d].

Forcing sensitivity Initial state sensitivity

Date Sensitivity index Date Sensitivity index

Jan. 26 1989 2.1 Jan. 26 1989 2.6
Mar. 14 1980 1.7 Jan. 9 1980 2.2
Nov. 22 1970 1.6 Mar. 14 1980 2.1
Apr. 6 1971 1.5 Nov. 25 1977 2.0
Nov. 15 1997 1.5 Apr. 6 1971 1.9
Nov. 25 1977 1.5 Nov. 15 1997 1.8
Nov. 27 1989 1.5 Apr. 16 1990 1.8
Feb. 24 1993 1.5 Mar. 1 1993 1.8
Mar. 1 1993 1.5 Jan. 21 1992 1.8
Jan. 9 1980 1.5 Nov. 28 1964 1.7

Fig. 11. Various D + 4 non-linearly evolved forcing and initial state
perturbations, for the geopotential height anomalies at 500 hPa
averaged over the 10 most sensitive cases (cf. Table 2). The
equidistance is 15 m, negative values are dashed, and significant values
at the 5% level are shaded. (a) Evolved FSP; (b) evolved ISP; (c)
evolved ISP when only initial temperatures are perturbed; (d) evolved
ISP when only initial vorticity and divergence are perturbed.

the highest CSI for ISP, and the remaining 3 are among the 3%
most sensitive. (The FSPs presented in Fig. 13 are discussed in
Section 5.)

The average of the non-linear response over these cases is
shown in Fig. 11a) for FSP and (b) for ISP, including estimates
of 5% significance levels (two-sided t-test). The average response
pattern clearly resembles that of the COWL regime in both cases.
The amplitude is slightly smaller than the composite for all cases
in Fig. 2. The main reason for this is that the iteration procedure
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to evaluate the FSP compensates the quick growth of amplitudes
when CSI is large, and that synoptic features occurring at the
actual dates mask the monthly-scale COWL regime pattern more
efficiently for statistics over 10 d than for the entire sample.
However, the fractional amount of kinetic energy in the response
anomaly pattern is ca. 75%, in good agreement with that of
COWL regime pattern itself.

The relative importance of perturbing the atmospheric wind
fields (i.e. vorticity and divergence) compared to the temperature
fields in the ISP is shown for the 10 cases in Figs. 11c and d). The
experiments are conducted by retaining only one of the two sets
of variables in the ISP when calculating the non-linear response.
The figures show that temperature perturbations alone are able
to trigger a response pattern similar to the COWL regime. Both
the spectral and vertical evolved total and kinetic energy profiles
are identical to those obtained for the total ISP (not shown),
even though only on the average 54% of the total energy in the
response pattern is retained. In contrast, the experiment for which
only the wind fields are perturbed yield a much weaker response,
and the average evolved total energy is only about 19% of that
obtained when using the total ISP. However, the kinetic energy
constitutes about only 25% of the total energy for the complete
ISP, hence the temperature and wind field perturbations are about
equally efficient in initiating perturbation growth. The response
pattern bears clear signatures of COWL, however, and the shapes
of the vertical and spectral energy profiles are similar to that of
the total optimal perturbations (not shown).

The simple energy budget above shows that the individual
response patterns obtained for momentum and temperature ini-
tial perturbations separately, can not be added to yield the to-
tal simultaneous response. Hence, a significant portion of the
non-linear response to the complete ISP perturbation stems from
constructive interactions between the temperature and the wind
fields during evolution of the ISP. Separate tests confirm that the
response is more pronounced by including vorticity and diver-
gence in the initial state perturbations rather than by increasing
the magnitude of the temperature perturbation in the experiment
without wind perturbations. Similar interferences were discussed
for geostrophic and ageostrophic structures of singular vector
evolution by Errico (2000).

For FSP perturbations the response to the temperature tenden-
cies alone accounts for nearly 80% of the total energy obtained in
the response to the complete FSP. Also in this case, the response
patterns clearly resemble those of the response to the complete
FSP (not shown). (Similar experiment for perturbing only vor-
ticity and divergence tendencies in the FSP is inconclusive due
to large truncation errors in vorticity and divergence in the file
storage of FSP.)

4.5. Climatic response

We have seen that the estimated FSPs (and the ISPs) are able to
efficiently influence the atmospheric development in the direc-

tion of a COWL regime pattern over 4 d. To what extent such
forcing patterns have any climate significance is a more pro-
found question. A given external forcing on the atmosphere may
intermittently project efficiently and with the same sign onto
FSP during occasions with high sensitivity. The occurrence of
the COWL regime will thus change for a limited period after
each occasion, such as shown for the single case in Fig. 8. It is
only if a forcing projects onto the FSP with a preferred sign over
extended periods that a systematic climate response should be
expected.

In this section we perform some experiments to investigate if
sustained changes in COWL regime occurrence can be obtained.
The experiments are along the lines presented in Jung and Bark-
meijer (2006) and Greatbatch and Jung (2007). The reason for
studying the COWL regime in the first place is its potential role
in the global climate change in recent decades (Corti et al., 1999).
The possible anthropogenic forcing producing such a response
is mainly a temperature tendency associated with radiation. We
therefore, use the mean temperature component of the FSP in
this experiment (see Fig. 6).

A 17-member ensemble of winter calculations is calculated.
Each of the 17 calculations is 5 months long and starts from
ERA-40 re-analysis data (operational ECMWF after 2002) on
1 November for the period 1990–2006. Observed SSTs were
used as lower boundary conditions. Three sets of ensembles are
made. A control ensemble is obtained by running the currently
operational ECMWF IFS (cycle 32r2) with resolution T63L60,
while a pair of additional ensembles is produced by respectively
adding and subtracting the temperature part of the FSP averaged
over the 42 cases with the 5% highest forcing sensitivity (CSI).
Result statistics are made for the 17 four-month periods Decem-
ber through March, discarding the first months of each season as
spin-up.

The resulting climate response is shown in Fig. 12. The en-
semble averaged fields show significant anomalies in agreement
with most features of the COWL regime pattern (Fig. 2). The re-
semblance is clearly smaller than the average over that obtained
immediately after imposing momentary FSP for every individual
cases (Figs. 9 and 11), including a slight eastward (downstream)
shift for the positive FSP perturbation. The pattern in Fig. 9
should be regarded as being close to the maximum attainable
resemblance with the COWL regime pattern. As discussed in
Section 4.4, the pure temperature perturbation is slightly sub-
optimal for each individual case. Imposing the forcing averaged
over 42 cases is probably also suboptimal, as further discussed
in Section 5.1. Furthermore, in a climate response setting, the
4-d optimization time probably underestimates remote forcing
contributions. Finally, the data used to define the COWL regime
pattern is not taken from the model used for calculating the cli-
mate response, and the model’s COWL regime may differ from
the pattern we have defined. Overall, however, the climate re-
sponse pattern in Fig. 12 confirms the usefulness of the applied
method.
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Fig. 12. Average climate response over 17 winter seasons
(December–March) in geopotential height of 500 hPa (a and b) and
1000 hPa (c and d) to a constant temperature forcing achieved by
averaging the temperature component of FSP over the 5% most
sensitive cases (see Fig. 6). In (a) and (c) the response is to a FSP for
positive COWL index (CI), while in (b) and (d) the response is to a FSP
for negative CI. Changes relative to the unforced control integration are
shown with 20 m equidistance. Negative contour lines are dashed.
Hatched areas signify changes that are significant on the 5% level.

4.6. The assumption of tangent linearity

The procedure of calculating FSP and ISP is linear. Since the
atmospheric flows are governed by non-linear laws, the applica-
bility of the method requires that the atmosphere behaves quasi-
linearly over the optimization interval. Most of the results shown
in the previous sections show that the calculated non-linear re-
sponse over 4–10 d to ISP or FSP resembles the COWL regime
pattern for a large sample of cases. This is actually the main
purpose of the method, and the assumption of tangent-linearity
is not a serious issue, even though non-linear extensions of the
method (Oortwijn and Barkmeijer, 1995) may be even more opti-
mal. However, this result will depend on the assumed amplitude
of the perturbations and indirectly on the length of the optimiza-
tion interval. Non-linearity can thus be shown to be important
if the amplitudes are inflated by a pattern scaling factor A = 40
(Iversen et al., 2006).

If the full non-linear model behaves quasi-linearly, two per-
turbations of opposite sign should also yield almost identical
non-linearly evolved patterns of opposite sign. By definition,
high sensitive cases yield perturbations with large growth rates.
Amongst the calculated perturbations, these have therefore the
highest risk of being influenced non-linearly if the optimal pat-
terns are given the same amplitude. We have thus studied the
validity of the assumed tangent-linear evolution of the optimal
sensitivity patterns for the 100 cases having the highest CSI.
The results show that the non-linearly evolved perturbations with
A = 10 depend negligibly on the sign of the perturbations (not

shown). Since the assumption of quasi-linearity thus is fulfilled,
the deviations of xT − xc

T fromγ are not attributable to significant
non-linear effects.

5. Palmer’s non-linear dynamical perspective

We have already mentioned several elements of the non-linear
dynamical perspective by Palmer (1993, 1999). In particular, it is
important to confirm the two basic aspects of the non-linearity.
The first is that the growth-rate of small perturbations varies
with the actual atmospheric state, and the second is that lin-
earization of non-linear advection terms causes non-normality.
Non-normality implies that even a quasi-linear response pattern
to an imposed perturbation differs considerably from the pattern
of the perturbation (Palmer, 1999; Farrell and Ioannou, 1996a,
b). The first aspect is well documented by Figs. 3, 6 and 7 (see
also Fig. 13), showing that the CSI, the FSP and the ISP are all
flow-dependent. The second aspects is recognized by comparing
for example, Fig. 11a) with the corresponding 10-d FSP in Fig.
13. Both basic aspects are further discussed in Section 5.1.

We address two more components of the non-linear dynami-
cal perspective in addition to the two basic aspects. The first is
that the impact of a small imposed forcing is felt primarily when
predictability is low. The second is that the influence of the small
imposed forcing is felt strongest in localized regions which do
not coincide with the regions of atmospheric response. A conse-
quence of this is that atmospheric states during high sensitivity
(CSI large) should differ considerably from states during low
sensitivity, since sensitivity should be lower for states belonging
to a flow regime dominating the response.

Another two components of the non-linear perspective are
not fully addressed in this study. These are (a) that the climate
response to a small imposed forcing is primarily manifested in
terms of changes in the frequency of occurrence of flow regimes,
and (b) that the geographical structure of the flow regimes is rel-
atively unaffected by the small imposed forcing. Here (a) can be
associated with non-normality and is relevant for the discussion
in Section 5.1 below, where it is shown that the degree to which
the response pattern over 4 d shows a signature of the COWL
regime is highly dependent on the optimal ‘forcing of the day’.
The latter bears itself little resemblance with the 4-d response
pattern. Even though this result is in favour of (a) above, both (a)
and (b) should be further investigated by defining flow regime
patterns from the model’s own data, and the optimization time T
should be varied.

5.1. Evidence for flow dependence and non-normality

The FSP for each of the 10 cases with highest CSI, are shown
for the 500 hPa spatial pattern for temperature in Fig. 13, and
for the spectral energy profiles at 50, 500 and 900 hPa in
Fig. 14. The FSP averaged over the 10 most sensitive cases as
well as over all 836 cases are also presented One notable feature
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Fig. 13. The optimal temperature forcing perturbations for the 10 most sensitive cases at model level 39 (about 500 hPa). The average non-linear
response corresponding to these forcing perturbations are shown in Fig. 11a. Also shown is the average over the 10 cases and over all 836 cases
employed in this study (bottom right-hand side). The two averages have the same scaling (positive values are yellow to red and negative are green to
blue), whereas the individual perturbations have arbitrary scaling. The vertically and horizontally integrated potential energy tendencies of the 10
most sensitive cases are in units μJs−2: 0.066, 0.18, 0.73, 0.18, 0.25, 0.23, 0.61, 1.7, 0.31 and 1.1. The value for the 10-d average is 0.13 and for the
836-d average it is 0.37. Over 1 d, 1 μJs−2 equals about 7.5 kJ of energy.

is that the FSP are highly geographically localized, but the peak
values differ both in magnitude, horizontal scale and location
between the cases. Figure 14 shows that the energy is distributed
over a wide range of horizontal scales but the wave number of
the most energetic scales differ between the cases. In the strato-
sphere (50 hPa) the energy is mainly found on the largest scales
with less case-to-case variability than in the troposphere. Spatial
correlation between the individual cases confirms this, which
is consistent with results in Jung and Barkmeijer (2006). We
also find that the average FSP for COWL at 50 hPa resembles
the NAO sensitivity pattern identified in Jung and Barkmeijer
(2006).

The average over 836 cases is smooth and resembles the
COWL pattern with a slight upstream displacement westwards.
Non-normality should imply that finite-time optimal perturba-
tions bear little resemblance with the atmospheric response.
A sensitivity pattern vector decomposed onto strongly non-
orthogonal normal modes for the tangent-linear model will rotate
in the phase space, that is, change spatial pattern, over the opti-
mization time due to different growth rates for the normal modes
(Farrell and Ioannou, 1996a, b), and by construction end up with
a maximum possible projection onto the COWL regime pattern.
As a consequence of the averaging, the average FSP should pro-

duce a response with considerably weaker projections onto the
COWL-pattern than the FSP for the individual cases.

In order to confirm the consequence of non-normality, we
have perturbed each of the 10 most sensitive cases with the same
average forcing perturbation. Both the mean taken over of all
836 cases and the mean over the 10 most sensitive cases are
used. As seen in Figs. 15a and c, the evolved perturbations have
considerably less in common with the COWL regime than those
evolved from the case-specific FSP perturbations. Even though
we recognize the COWL regime pattern in the response, the
averaged FSPs are clearly far less optimal for response over 4 d
than the momentary FSPs. For the 10 individual cases forced with
the case-specific FSP (Fig. 11a), the spatial correlation between
the COWL regime pattern and the response patterns (Fig. 11a)
is typically around 0.7.

The very small amplitude of the response to the average FSPs
can not be explained by the magnitude of these FSPs. Their am-
plitudes are in both cases comparable to those of the individual
patterns (cf. Fig. 13). The growth of the perturbation norm is
therefore considerably smaller than for the individual cases, in-
dicating that the optimal forcing perturbations are strongly flow-
dependent. Even taking the average over the 10 most sensitive
cases and use this composite perturbation for the same 10 cases,
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Fig. 14. Spectral distribution of potential energy for the 10 most
sensitive forcing perturbations (thin black lines) for three model levels;
Top: about 50 hPa; middle: about 500 hPa; and bottom: about 900 hPa.
The spectra of the average sensitivity pattern are plotted as a thick
black line and the average taken over all 836 optimal forcing
perturbations are presented in grey. The profiles are given as
percentages of the respective horizontally integrated potential energy.

destroys most of the optimal properties which are responsible for
perturbation growth. This is further emphasized in experiments
which use the deviations in FSP from the two alternative aver-
ages as forcing perturbation in each case (Figs. 15b and d). In
this case, the averaged responses have ca. five times larger am-
plitude and correlate well with the COWL pattern. The response
is close to that of the total optimal perturbations (cf. Fig. 11a),
with spatial correlation of about 0.96. The spatial correlation of
the FSP with the COWL regime pattern is typically about 0.3.
This correlation is obviously smaller (larger) for the anomaly
(average) FSPs. Hence the FSP perturbations which most effi-
ciently change the atmospheric states towards the COWL regime
pattern, has little spatial correlation with the COWL pattern it-
self, in accordance with the non-normality of the tangent-linear
model.

Fig. 15. Non-linearly evolved perturbations at D + 4 shown as
geopotential height at 500 hPa for the days with the 10 highest CSI.
The average responses over the 10 cases are shown. In (a) and (c) each
of the 10 cases are perturbed with the FSP for COWL averaged over
the entire set of 836 cases (a), and over the 10 most sensitive cases only
(c). In (b) and (d) the response is calculates when daily anomalies in
the FSP are used as forcing. The contours are drawn every 3 m in (a)
and (c), and every 15 m in (b) and (d). Grey shadings show 5%
significant signals.

The results in this section may appear to be in contradiction
to the results in Section 4.5, where climate responses to aver-
age FSPs were discussed. The reason why the climate response
show better pattern resemblance and response amplitude than
for 4-d response calculations is not investigated in depth in this
paper. Probably the much longer time for perturbation growth
is an important factor. Another factor could be that over very
many cases (17 seasons) it is also possible that the average FSP
perturbation occasionally projects with significant components
onto case-specific FSPs. Further investigation is needed in this
area.

5.2. High sensitivity – low predictability

The next signature of the non-linear dynamical perspective we
will investigate is the postulated relation between the system’s
sensitivity to external forcing and predictability of the atmo-
spheric flows. Here we discuss sensitivity for forcing perturba-
tions with respect to state transition to or from the COWL regime
pattern. It is therefore the predictability of changes relative to
the COWL pattern which is relevant for the discussion. Pre-
dictable transitions in the CI should be associated with low values
of the CSI, and vice versa.

We have calculated predicted changes in CI over 4 d by the
ECMWF IFS for control runs, that is, without any perturbation
of the initial state or the model tendencies. These forecasts have
been made for the 42 cases with highest CSI and the 42 cases with
lowest CSI, where the CSI-values are with respect to forcing.
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Fig. 16. Changes in COWL index (CI) is more predictable when
sensitivity (CSI) is low than when it is high. Top panel shows a
scatter-plot for predicted change in CI versus the ERA-40 analysed
change in CI during the days with 5% highest CSI (correlation 0.881),
while the bottom panel shows the same during the 5% least sensitive
days (correlation 0.963).

The forecasts are verified against values of CI calculated from
the ERA-40 data, by comparing 4-d forecasted changes in CI
with analysed 4-d changes. Results are presented in the scatter
plots in Fig. 16. The relation between sensitivity and reduced
predictability is confirmed both visually and more quantitatively
by the correlation coefficient between forecasted and observed
CI change.

5.3. Basic state development and sensitivity

The final signature of the non-linear dynamical perspective in-
vestigated in this study concerns the atmospheric states during
high sensitivity (CSI) as opposed to low sensitivity. The two sets
of states classified according to high or low CSI, should show
different flow characteristics. In other words, they should occupy
different sections of the attractor for atmospheric flows.

Fig. 17. Time evolution of the composite of basic states (control)
which are the 5% most sensitive (a–c) and the 5% least sensitive (d–f)
with respect to the FSP for COWL. Contour lines are anomalies in 500
hPa geopotential heights anomalies at day 0 (top row), day 2 (middle)
and day 4 (bottom) in the optimization interval. The contour interval is
20 m and negative values are dashed. Shaded areas are significant
anomalies at the 5% level.

Composites of basic state developments, that is, the control,
have been made of those unperturbed atmospheric states in the
sample which respectively have the 5% highest CSI and the 5%
lowest CSI. There are 42 cases contributing to each composite.
The anomaly patterns relative to climatology for these compos-
ites shown in Fig. 17 are thus either very sensitive (left-hand
panels), or not so sensitive (right-hand panels), with respect to
producing changes in the CI. The composite for the least sen-
sitive cases shows signatures of a NAM, or AO, in its negative
phase, thus resembling the Cluster D of Corti et al. (1999). The
composite for the most sensitive cases shows signatures of an
Atlantic-European dipole reminiscent of a negative-phase NAO.
This is the opposite of the NAO-pattern associated with clus-
ter A in Corti et al. (1999). Furthermore, there are signatures
of a positive-phase Pacific North-American pattern (PNA). Both
these features are characteristic for cluster B in Corti et al. (1999)
with a negative sign.

Since the most sensitive cases are dominated by a development
with a large negative NAO index and that our COWL regime
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Fig. 18. 10-d trajectories for basic atmospheric states presented in a two-dimensional phase space of flow regime indices for the Corti et al. (1999)
clusters A (COWL+) along the x-axis and B (PNA–) along the y-axis. The trajectory positions are smoothed by applying a 5-d moving average.
Trajectories with increasing COWL index are shown in (a) and (b); while those with decreasing COWL index are shown in (c) and (d). The
trajectories in panels (a) and (c) to the left-hand side belong to the 5% most sensitive cases; the trajectories on the panels (b) and (d) to the right-hand
side belong to the 5% least sensitive cases. Statistics for start- and end-points of the trajectories are given in each quadrant.

pattern has a strong positive NAO index, the calculated FSP
tend to hamper transitions away from the COWL regime. This
is consistent with the results of Iversen et al. (2003) using the
three-level T21 QG model, and similar results were also found
for the most sensitive atmospheric states for the PNA identified
by Corti and Palmer (1997) with the same model. Based on this,
it appears that the atmospheric flows can be classified in different
modes of variability during high and low sensitivity with respect
to the COWL regime. This is confirmed to a large extent in
Fig. 18, which shows a representation of the atmospheric flow
developments as trajectories in a ‘phase space’ defined by the
COWL and the PNA patterns. The values on the two axes are
the projections onto cluster A (the CI: index for positive COWL
and NAO) and cluster B (index for negative PNA and negative
NAO). These were shown to be quasi-orthogonal in Corti et al.
(1999). Each case is represented with a trajectory for the 10-d
control integration after applying a 5-d moving average operator
which filters progressive synoptic features in order to emphasize
flow regimes (cf. Fig. 8).

From Fig. 18 one see that the most sensitive developments lie
predominantly in other regions of the ‘phase space’ than the least
sensitive. For increasing CI (Fig. 18), the most sensitive cases
generally have smaller projections onto the two clusters than the
least sensitive, which more often have a negative CI and a posi-

tive index for PNA. For decreasing CI the picture is slightly more
complicated. The most sensitive cases tend to have a negative
CI and no particular index trend for PNA, while the least sen-
sitive mainly have positive CI and a slightly negative index for
PNA. Given the highly truncated representation of these results,
we take these results as indicative of systematic differences in
atmospheric flows between cases of high and low sensitivity.

6. Summary and conclusions

This paper presents and discusses optimal forcing perturbations,
or FSP, which produce an atmospheric response over 4 d which
resembles the northern hemispheric COWL regime pattern, as
represented by cluster A of Corti et al. (1999). Related opti-
mal initial state perturbations, or initial sensitivity patterns (ISP)
are included for comparison. As opposed to the previous sim-
pler model studies of, for example, Corti and Palmer (1997) and
Iversen et al. (2003), this study uses the ECMWF IFS atmo-
spheric global model with T63L60 resolution and full physics.
A total of 836 cases during 22 winter seasons in the period 1957–
2002 have been used for calculations of FSP and ISP perturba-
tions. The method is generalized from Klinker et al. (1998) and
Barkmeijer et al. (2003), and is also used in Jung and Barkmeijer
(2006) and Greatbatch and Jung (2007).
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The reason for choosing the COWL regime pattern is its po-
tential relevance for climate change during the last —four to five
decades, as shown by Corti et al. (1999). An optimal forcing for
COWL may therefore be an ingredient in the explanation of ob-
served climate change in terms of changed relative occurrence
of flow regimes. Such interpretations should, however, be ap-
plied with caution. The FSP is purely atmospheric, and it does
not separate interactions with other parts of the climate system
(e.g. the oceans) from radiative interactions with the universe.
Furthermore, because of the limited time range of 4 d, remote
components (e.g. tropical) to the optimal forcing perturbations
are not explicitly included.

The CSI, which measures how large a perturbation a unit
length forcing produces over the optimization time of 4 d, varies
considerably with the atmospheric state, and the variability is
larger for initial perturbations than for forcing. The frequency
distributions are skewed with elongated tails towards high val-
ues. The temporal correlation between forcing CSI and initial
CSI is high (0.91). High sensitivities occur intermittently with
short duration. The FSP has larger spatial scales than the ISP,
and averaged over many cases the FSP resembles the COWL
regime pattern. This is not the case for the ISP. Both the average
ISP and its variability are geographically more widespread than
the FSP. Hence, remote and small-scale influences appear to be
more important for initial state perturbations than for forcing
perturbations.

The method has proven efficient in providing flow-dependant
perturbations in forcing and initial data which produce an atmo-
spheric response which resembles the COWL regime pattern.
This resemblance is established by subjective pattern recogni-
tion, by calculating projections with the total energy inner prod-
uct (the CI), and by calculating spatial correlations. About 2/3 of
the variance of the 4-d response to the FSP is recognized by its
resemblance with the COWL regime pattern. The similar number
for ISP is a little more than 1/2. The number of COWL regime
transitions over 4 d is too small to be statistically significant, but
the frequency distributions of CI show a significant response.

The efficiency in producing response in CI over 4 d is highly
dependent on using the exact forcing valid for the actual dates.
Averaging the FSP over only the 10 most sensitive cases (out
of 836), reduces the efficiency considerably. Hence, the climate
significance of a forcing which is relatively invariant can be
important if it intermittently projects onto the FSP in a consis-
tent manner. Alternatively, the response pattern may generally
develop more slowly and only in relatively rare occasions be
subject to abrupt changes. A preliminary test with a perpetual
winter climate response, a forcing averaged over 5% most sensi-
tive cases does produce a response which resembles the COWL
regime pattern. Experiments beyond the scope of this paper will
be needed to uncover the reason for this. Further experiments
are also needed to confirm a constructive interference between
temperature and wind-field perturbations seen for a small sample
of 10 cases.

The paper discusses selected elements in the non-linear dy-
namical perspective of climate change proposed by Palmer
(1993, 1999). Two basic aspects of non-linearity are confirmed
by our calculations. The flow dependence of growth rates of small
perturbations has been verified, as well as the non-normality of
the tangent-linear model due to linearized advection. One con-
sequence of non-normality is that the response pattern deviates
considerably from the pattern of the imposed forcing (e.g. the
FSP). Two more elements of the non-linear dynamical perspec-
tive have also been confirmed. First, we have documented that
sensitive states have systematically smaller predictability than
less sensitive states. Second, we have shown clear indications
that the most sensitive states have different flow characteris-
tics with respect to known flow regime patterns (PNA, NAO
and COWL), than the least sensitive. Two final elements are not
fully discussed in this paper. First, the climate response to a small
imposed forcing is postulated to primarily manifest in terms of
changes in the frequency of occurrence of flow regimes. Second,
the geographical structure of the flow regimes is relatively unaf-
fected by the small imposed forcing. Even though we have seen
results in support of the first, these items need to be based on
full climate impact experiments where flow regime patterns and
their occurrence are estimated directly from the climate model’s
own output.

Our results may shed light onto the potential usefulness of re-
gional climate models (RCMs) designed for downscaling global
climate scenarios (e.g. Giorgi et al., 2001; see also Haugen and
Iversen, 2008; Køltzow et al., 2008). Various external and inter-
nal forcing terms are calculated with more spatial detail in RCMs
than in the driving GCMs. If the RCM domains include local ar-
eas with occasional high forcing sensitivity, improved geographi-
cal features in the RCMs will potentially improve the downscaled
climate. Important optimal forcing features connected with high
sensitivity have considerable amplitudes locally (as opposed to
remotely). Hence, if the resolved scale forcing structures inside
the RCM integration domain are improved, a well designed RCM
should produce improved results.

The issue of boundary layer forcing perturbations relative to
those in the free troposphere and above, has also been tentatively
addressed in this study (not shown); preliminary results suggest
that the boundary layer forcing over the North Atlantic Ocean
may be important for the frequency of occurrence of the COWL
regime. This will be further investigated. Furthermore, targeting
of the forcing perturbations to other vertically or horizontally
defined regions, or to selected model variables, will be pursued
in future work.
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