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1 Goal of the project

Ocean models are generally forced by synthetic (global) NV@Betwind fields.
It has however been shown that these fields lack mesoscate stinctures on
scales below 500 km, i.e., on the ocean eddy scale. Also, amdpo wind
observations, NWP model wind fields have persistent windctoe biases and
lack response to SST gradients or air-sea temperaturesatitfe.

Based on Kolmogorov turbulence theory it is well known tha Wind in the
boundary layer has a kinetic energy spectrum with wave nurmpbeer slope
of —5/3 in mesoscales. It is a very important property and presiervaf this
property in dynamical models can significantly improve ac&acing.

The scatterometers nowadays provide a very accurate nesasot of wind over

the ocean and the retrieved winds contain the mesoscat#stconsistent with

the Kolmogorov theory. The scatterometer winds are availaer the ocean only
at a specific time and at a specific location. The goal of thogegt is to propagate
the physically correct scatterometer winds both in time sipaice and provide a
uniform wind forcing over the ocean.

For the spatial and temporal propagation of the scattermmaends we use a sim-
plified dynamical model of Boussinesq type which is forced BMBVF pressure
field. The scatterometer winds are incorporated into theahlogl using a simple
nudging approach.



2 Boundary layer model

Over the tropics and near the tropics the boundary layer eaobsidered as well-
mixed, where the velocity is considered to be constant ighitesee 22,17, 18,
20,10]. In this case, by using the hydrostatic assumption, the Bégraveraging
and averaging over the height of the mixed boundary layeg, can write the
momentum and continuity equations in the following form
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whereu = (u,V) is the velocityh is the mixed-layer height artg is the topogra-
phy (over ocean it is ignored, i.es = 0 for the res of this report}y is the reduced
gravity,Cq is the surface drag coefficient and denotes the entrainment velocity.
The wind on top of the mixed layer is denoted (uy, vg) and the mean sea level
pressure is denoted lyy

2.1 In spherical coordinates

If one has to consider the model over a large region, thenahé sphericity has
also to be considered. To write the systetjif the spherical coordinates let us
first recall couple of relations between the spherical aeddartesian coordinate
systems.

If we denote the longitude and the latitude bynd¢, respectively, then we have
the following relation

dx = RcospdA, dy=Rd¢, (2)

whereR is the radius of the earth.

After substitution of 2) in (1) we obtain the equations of the motion in the spher-



ical coordinates:
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where the total derivative in the spherical coordinates is
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2.2 In conservative form

From the numerical discretization point of view it is debieato write the system
(3) into an equivalent conservative forr [
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1., _f+& . dv adu -
E=(u +V?),Z= =5 a — vorticity.
This set of equations are discretized with a finite diffeeemethod on a C-grid

In the absence of the external forces the resulted discysters is conservative
For details about the discretization on Arakawa C-grid werrgd [1].
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3 Boundary conditions

Because we consider the model on a limited area, then progealldboundary
conditions are required. There are different types of bamaonditions for
limited area models, however it is not very straightforwaygoint out the best
boundary conditions applicable for all problems.

| have basically considered Orlanski type open boundargitions and its varia-
tions, see for exampld b, 3,7,16,12]. For hyperbolic type of problems Orlanski
proposed to use the following condition on the boundary

o Jd¢o

ﬁ%—cﬁ =0, (5)

wherecis the phase velocity of the wave (still to be determined$,the normal to
the boundary ang is any predictive variable. For example, if we consider a lim
ited area with lateral boundaries along latitudes and tongis, then on the west
and south boundaries the boundary conditibnig¢ modified into the following
form

Jdp 09 a0 ¢ _

ot ~Cax —0andg—c5 =0
respectively. Similarly, on the east and north side it wdagd

Jo 09 do 09

ot +Cdx =0 and it +Cdy =0,

respectively.

The phase velocitg has to be determined numerically and there are differensway
to computec from (5).

For my problem | have tried the Orlanski boundary conditiod also some of
its variations 15, 3,7,16,12]. However | have to admit that there was no best
open boundary condition applicable everywhere. In someschbad to change
between one condition to the other to find out the better ¢mmdi In general
these type of boundary conditions work, but in some smatl@athe boundaries
the numerical wave speed is not determined correctly am@ad to some wrong
oscillations close to the boundary.

It is pointed out in 13] that using b) may result in unbalance between the bound-
ary layer height and the velocity, and this could lead to isusr strong localized
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velocity gradients at the boundaries. Itis suggested3htp add to the right hand
side of 6) some of additional terms (pressure gradient force, thiasaidrag) to
make more robust boundary condition. | have also tried thg@ach and the
results have been improved a bit, but there were still problat the boundaries.

4 Pressure gradient force

The wind in our model is basically forced by the pressure igrad In our case
pressure (the mean sea level pressure) is not a predictigenpger, | rather con-
sider it as an external input.

If one considers a relatively small region then the geostimppproximation can
be applied. In this case the pressure gradient force is aeglavith constant
geostrophic wind, see for exampkg 8,13, 23].

In my opinion we can not use the geostrophic approximatiaar targer domains
and for a longer simulation period. Therefore | decided ®the mean sea level
pressure (hereafter pressure) from ECMWEF.

To use the ECMWEF pressure in my model | have done the followiegsstfirst |
retrieved the pressure from ECMWF using sourcedperational archive, Atmo-
spheric model, Forecast. This provides pressure on a user pre-defined resolution
in every three hour. Because in the model during the time iatem the pressure
gradient force (PGF) needs to be evaluated at every time step | applied a
simple linear interpolation in time. However | have to strest that this approach

is not that popular and there are very few papers where thaésdi pressure inter-
polation is used, see for examp# 19].

5 Physical parametrization

To complete the description of our dynamical model it rerm&indiscuss parametriza-
tion of surface drag coefficient§) and the entrainment velocityv) in (3).

There is an established theory for the parametrizationeo$tinface drag and there
are also many ways to compuig. But for the parametrization ofi, there is no
unified theory and it is hard to say which parametrizatiorragph is the best.



5.1 Drag coefficient parametrization

For simplicity we consider the drag coefficient in neutrahditions. In this case
the stratification of the atmosphere is ignored and the tiagulormulas become
simpler. For our experiments we follow the formulation @eted in [L1].

In a neutral condition the wind speed in the surface layer at a given height
relates to the surface roughness lerggthy the following formula

Y4

whereu, is the friction velocity and = 0.41 is the von Karman constant.

U,
U, = —1In
2= In(

Over the sea and oceans the surface roughness length imoeté by the Charnock
relation

u? v
20 =Cch§+0~11—, (7)

%

whereCg, = 0.018 is the Charnock parameter and= 1.5- 10 °m?s 1 is the
kinematic viscosity of air.

And finally the drag coefficient is determined as

Cq= : (8)

The surface roughness lengthis computed from the coupled nonlinear system
of equations) and (7). Because in our model equations we are interested in de-
termining the 10 meter wind, then it is also logical to coesimh (6) the reference
lengthz= 10 meter.

The system@) and (7) is a nonlinear set of equations fay andzy which can
be solved with Newton Raphson method. It means that in everg step we
have to apply the nonlinear solver at each grid point in threatational domain.
This can be very costly and will consume to much time to deitegnthe drag
coefficient.

In the code called UWPBLZ] which is used in 17, 18] a very simple iterative
approached is used to determine the roughness length.
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Let us define an error toleranedor computation of the friction velocity and the
maximum iterations to bk. Then the following algorithm is used to determine
the drag coefficient:

Algorithm 1 Computation of the drag coefficie@, the friction velocityu, and
the roughness lengit
1: SETz= 10 m and we assumg is given from the model
Set (for example} = 108 andlg = 50
Setu®™" =10 andlcoyt =0
Initialize u, = 0.35
while u¥™" < g andl oyt < lp do
2
20 =Cen'g +0.117,
new K Uio
* - z
In(3)
uirror — |UQE\N_ U*‘
9: U, =ul®W
10:  lcount = lcount +1
11: end Whil2e
. _ K
12: Gy = ¢

N9 akRrwN

u

©

5.2 Entrainment parametrization

There are many ways to parametrize the entrainment velsegy/for example [].

In my experiments | used the parametrization suggeste@3y [

1/3
Cr (2.5) . )

e=crlce

whereu, is the friction velocityCr = 0.2 andCy = 1.5.

6 Newtonian nudging

The Newtonian nudging is a very simple, easy to implementralsgion method,
which can be used to nudge the model simulation towards thiéable observa-
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tions. For our problem we use the nudging algorithm desdribg14] with the
scatterometer wind observations.

The basic idea is the following. For any given predictiveiafle a (u or v) its
corresponding equation at any given points modified into the following form

aa(x,t)
ot

i (Wi (x=xj,t—t)))2(aj — ai(xj,1))
S W (X —Xj,t —tj)

=F(a,x,t)+G

,  (10)

where F represents all the physical process. The second term istitiging
contribution, where the summation is performed over theldlervations.It is
important to note that the nudging terms are evaluated at theobservation
points.

The weighting function$V; as defined in14] are given by
Wi =Wy (Dj) -Wo (0 — 0j) -w (t —tj),

wherewg, Wyy andw; are the vertical, the horizontal and the time weights, respe
tively. Note that in our case/; = 1, because we consider only two dimensional
problem.

The spatial weightwy is a Cressman-type weighting function which depends on
the distance between the observation point and the grid poohis defined as

1—DJ2/R2 © b R
Y14 D3/RY =T
Wyy = 0, if Dj>R,

whereR is a predefined radius of influence abdl is the distance between the
observation point and the grid point.

Here is a list of references where the scatterometer wirelased in a dynamical
model with nudging method[21, 9].
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Figure 1: The simulation domain, where the scatterometedsvare available.

7 Simulation results

The model B) is discretized on a uniform Arakawa A lat-lon grid on theaare
[—140°, —110] x [-40°, —10°] with spatial resolution @° is both directions. The
model is initialized on 01-11-2010 at 0 UTC with ECMWF wind asdun for 9
hour. For this test case we use ASCAT 25 km resolution wind yebdhich is
available for our example during 2 UTC — 2:30 UTC.

The simulation domain and the scatterometer winds are givEigurel.

First we compare the results running the model by using th#esometer wind
as a nudging term with the results of the model without anytsameter wind.
Because the scatterometer winds are available between 2 2T3DUTC in Fig-
ure2 we show the kinetic energy spectrum averaged between 1:80-UTUTC.
The results show that by using the scatterometer winds tldehiio mesoscales
produces (specially for the component) more kinetic energy than without the
scatterometer data. However the results are not yet ergiogranough, because
from the theoretical point of view we expect to have -5/3 speo, which is
clearly not a case at mesoscales.

To check how long can the model carry the inserted scattdeymeesoscale en-
ergy in time in Figure3 we present results by running the model with the scat-
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Figure 2: Comparison of the kinetic energy spectrum by ustgjtsrometer
winds for nudging (blue line) and the model run without nudpg(red line). The
spectrum is averaged between 1 UTC and 4 UTC.

terometer winds. The blue line shows the spectrum averagedelen 1 UTC —
4 UTC and the red line corresponds to the results averaged®-Ud UTC. Be-
cause the scatterometer data are available at around 2 (¢hQvilnexpect to have
more kinetic energy between 1 UTC —4 UTC. Indeed, as we cart seesascales
around 1 UTC — 4 UTC (blue line) the model produces more entbi@y between
5UTC -8 UTC. But also we note while we progress in time the enisrgpt dis-
sipated to much, which implies that the current model do¢glissipate energy
quickly.

8 Discussions

| have considered assimilation of the scatterometer wisagwell-mixed bound-
ary layer model §). The model is discretized on an Arakawa-A grid, i.e. the
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Figure 3: Comparison of the kinetic energy spectrum by ustajtsrometer
winds for nudging. The spectrum averaged between 1 UTC — 4 blG€ line,
5UTC -8 UTC red line.
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variables are considered on the same grid point. It was wbdehat by using
the scatterometer winds the kinetic energy spectrum of $saralated wind has
more energy in mesoscales (down to 20 km) as compared to tite spiectrum
obtained without assimilation. However the slope of theekinenergy spectrum
is not consistent with the theoretical data, which predisi8 slope.
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