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Abstract We describe a novel methodology on the selection and composition of a single-
case observational dataset from the comprehensive measurement program at the Cabauw
observatory field site located in the Netherlands. The case can be regarded as the basis of the
third case study conducted within the framework of the GEWEX (Global Energy and Water
Exchange) Atmospheric Boundary-Layer Study (GABLS) and is meant to be used for the
evaluation of single-column models. The ideal case is supposed to cover a period of at least 24
h with clear skies, moderate near-surface winds and a stable stratification during nighttime.
From the multi-year data archive with Cabauw observations data for 1–2 July 2006 were
found to best match the requirements, and were consequently selected for analysis. The dates
contains a 24-h period with a nearly constant geostrophic wind of ≈7 m s−1, and a consider-
able wind shear in the vertical. It is also characterized by a pronounced low-level jet related to
an inertial oscillation that developed around sunset when the atmosphere had decoupled from
the surface. Detailed initial conditions, surface conditions and dynamical forcings are derived
on the basis of local observations and the outcome of a conceptual and a three-dimensional
atmospheric model. It appears that a very precise prescription of the forcings is a prerequisite
to enable a meaningful evaluation of models against observational data.

Keywords CESAR database · Diurnal cycle · Dynamic tendencies · GABLS · Low-level
jet · Model forcing data · Single-column models · Stable boundary layer

1 Introduction

The adequate representation of the stable atmospheric boundary layer (SBL) in numeri-
cal atmospheric models is crucial for weather forecasting, climate research and chemical
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transport modelling as the atmospheric boundary layer (ABL) directly influences the con-
ditions under which most human activities take place. The current state of affairs is that
the SBL over land is only represented with a limited amount of detail in present-day large-
scale atmospheric models (e.g. Beljaars and Viterbo 1998; Edwards et al. 2006; Walsh et
al. 2008; Jung et al. 2010). At the same time, the SBL has a significant impact on modelled
atmospheric circulation (King et al. 2001, 2007). An inadequate representation of the SBL
limits the ability to predict surface temperature (Prabha et al. 2011), the wind field (Storm
et al. 2009), fog (Velde et al. 2010), dew and air pollution concentrations (Salmond and
McKendry 2005; Wong and Stutz 2010). The inverse modelling of greenhouse gas sources
and sinks from tall tower observations (e.g., Lauvaux et al. 2009; Tolk et al. 2009; Berga-
maschi et al. 2010) depends crucially on the representation of the SBL. In the long history
of so-called case studies emphasis has been mainly on the convective boundary layer (e.g.,
Lenderink et al. 2004; Siebesma et al. 2004). So far, limited attention has been given to case
studies of the SBL over land. An essential step in improving the representation of the SBL
in atmospheric models is to confront a suite of state-of-the-art models with observations of
realistic situations. In general, however, the specification of forcing conditions needs to be
more accurate for model evaluation studies than for model intercomparison studies (e.g.
Cuxart et al. 2006). Methodologies and guidelines to achieve the required specification for
model evaluation studies are presented below.

A typical single-column model (SCM) case involves the specification of initial profiles at
the start of the case period, profiles of atmospheric forcings over time, boundary conditions
over time at the top and bottom of the modelling domain, and parameters describing the
surface characteristics. Depending on the purpose of the study these specifications can be
either simple or more complex. Increased complexity can be introduced along three lines: (1)
Focus on one process or take into account more processes and their interactions; (2) Perform
only a model intercomparison or extend this with an evaluation against observations; (3)
Evaluate against observations of state variables or also include flux observations. In practice,
however, a specific case study can only be carried out when an observational site exists
that matches the climate regime, or, e.g., the vegetation and soil type specified in the case.
Moreover, a lack of comprehensiveness in observed parameters or data availability may pose
further limitations to the method.

The Global Energy and Water Exchange (GEWEX) Atmospheric Boundary-Layer Study
(GABLS) was initiated in 2001 with the goal of improving the representation of the boundary
layer in regional and global models, based on a proper understanding of the relevant physics
(Holtslag 2003, 2006; Holtslag et al. 2013). To this end, two intercomparison studies have
been performed so far, mainly focussing on the SBL. The first study covered an academic
case with moderate geostrophic forcing and prescribed surface temperature. A parallel inter-
comparison of large-eddy simulation (LES) models served as a reference in assessing the
performance of the participating SCMs. The main conclusion was that operational models
utilize higher mixing efficiencies than research models, which led them to underestimate the
development of the surface inversion and to overestimate the surface friction velocity (Cuxart
et al. 2006; Beare et al. 2006). This results in too large a cross-isobaric mass flux that has
important repercussions for the representation of the larger-scale flow, as was pointed out by
Svensson and Holtslag (2009).

The second GABLS case aimed at assessing the ability of operational and research mod-
els to represent the diurnal cycle of the ABL. This case was based on observations from the
field campaign CASES-99 (Poulos and Coauthors 2002), Steeneveld et al. (2006) already
exploited the ability to represent this dataset by an SCM. For this GABLS case the models
were run with a prescribed surface temperature in order to focus on the comparison of the
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turbulence schemes. Svensson et al. (2011) showed that even in such a set-up atmospheric
temperatures varied substantially among models due to differences in interaction between
stability and fluxes. Although the second GABLS case was derived from detailed obser-
vations, the prescribed forcings to the atmospheric column lacked the accuracy needed for
a quantitative comparison between models and observations. Furthermore, prescribing the
surface temperature has a trade-off: it inhibits the modelled SBL from interacting with the
surface, a process that is recognized as being crucial for the development of the SBL (Wiel
et al. 2003; Holtslag et al. 2007). Here we instigate a follow-up case that overcomes many
of the shortcomings mentioned above.

A third GABLS intercomparison case (GABLS3) for SCMs and LES has been set-up
on the basis of observations from the Cabauw measurement site in the Netherlands. The
focus of the current case is on the representation of decoupling around sunset, the subsequent
development of the low-level jet (LLJ) and the morning transition. Due to the flat surface
conditions, Cabauw is especially suited to study the LLJ that arises from inertial oscillations
(Baas et al. 2009). Recent research shows that model results in stable conditions are strongly
influenced by the description of the lower boundary condition (Holtslag et al. 2007; Basu et al.
2008). In the GABLS3 case the models are fully interactive with their soil-vegetation scheme,
and as such we extend earlier GABLS studies by adding this complexity. No upper boundary
condition is prescribed since the models operate with the complete atmospheric column.
Special attention is given to an accurate prescription of large-scale atmospheric forcing,
which should enable a direct evaluation of the SCM results against observational data.

We describe the GABLS3 SCM case set-up and provide background information on the
observations and three-dimensional (3D) atmospheric model runs used to specify the case. An
accompanying paper (Bosveld et al. 2014) presents the results of the SCM intercomparison
and evaluation. Basu et al. (2012) compare the results obtained from LES models that are
run for an adapted version of the current case.

2 Observations

2.1 CESAR Measurement Program

The Cabauw Experimental Site for Atmospheric Research (CESAR) is located in the western
part of The Netherlands (51.971◦N, 4.927◦E); the distance to the North Sea is 50 km in a
west-north-west direction. Variations in surface elevation are very small (<1 m), while the
River Lek flows 1 km south-east of the site. The environment is dominated by grassland,
fields, scattered villages and tree lines, with the soil consisting of a 0.7-m thick clay layer on
top of a thick peat layer. The ground water table is managed by a dense network of ditches,
and only rarely does soil drying lead to transpiration reduction of the grassland. The terrain
around the 200-m main tower is free from obstacles up to a few hundred m in all directions.
More details and site characteristics can be found in Ulden and Wieringa (1996), while
Beljaars and Bosveld (1997) describe the observational datasets for the period 1986–1996.

After modernisation of the site, the observations resumed in 2,000 resulting to date in a
dataset covering over 20 years. In 2002 the CESAR consortium was founded that consists
of eight institutes, and resulting in a comprehensive set of observations of the atmospheric
column and the underlying surface (Russchenberg et al. 2005). Here we focus on the obser-
vations related to the ABL and its interaction with the surface. The measurement program
includes vertical profiles of wind speed, wind direction, temperature and humidity along
the tower (at heights z = 10, 20, 40, 80, 140 and 200 m), as well as all components of the

123



F. C. Bosveld et al.

surface radiation and energy budgets. Soil thermal conditions and soil water conditions are
continuously monitored. Moreover, the tower is equipped with turbulence instruments at
four heights, which measure profiles of the turbulent fluxes of momentum, heat, moisture
and CO2. These data are archived as 10-min mean values. A wind-profiler/RASS system
measures wind speed, wind direction and virtual temperature at levels exceeding the tower
top and these observations are archived as 30-min mean values. From 2001 onward, most
of these data sources are continuously available, with tower flux observations becoming
gradually available since 2003.

Until 2012, twice a day (0000 and 1200 UTC), radiosoundings are available from weather
station De Bilt (station 06260), which is located 25 km to the north-east of Cabauw. Especially
for the lowest part of the sounding this horizontal distance may give rise to differences with
the actual profile at Cabauw, depending on the wind direction in relation to the upwind surface
conditions.

2.2 Surface Geostrophic Wind

The geostrophic wind is an important parameter affecting the structure of the SBL. For
Cabauw it can be derived from pressure observations obtained with the Dutch national mete-
orological network, and in the current network pressure observations are stored with a fre-
quency of 10 min (last 1-min average) from December 2002 onward. A longer time series
exists of hourly values (last reading in the hour). Over time, a number of sea locations has
been installed, which are useful for the determination of geostrophic wind in the western
part of The Netherlands. The pressure readings are reduced to mean sea level according to
prescriptions of the World Meteorological Organization, taking into account the effects of
temperature and humidity on the weight of the air column. Because the surface elevation,
relative to the mean sea level, of the stations involved is very small this reduction to one
horizontal plane can be done very accurately. The accuracy in estimated sea surface pressure
is 0.1 hPa.

The geostrophic wind field over the Netherlands has in the past been derived by means
of a principle component analysis of the observed pressure field as obtained from all avail-
able land-surface pressure observations (e.g. Nieuwstadt and Driedonks 1979). This method
is very efficient for the characterization of the horizontal field. Geostrophic winds for a
specific location can be adequately derived by fitting the pressure observations to a poly-
nomial expansion with the x- and y-directional coordinates as arguments. Estimating the
geostrophic wind for one location is a trade-off between high resolution in time, which
results from using only nearby stations, and high accuracy, which increases by using more
and more distant stations. Moreover, as stations at greater distance are used, the more need
there is to include higher-order terms in the expansion, increasing the number of parameters
to fit.

Various estimates of the zonal and meridional geostrophic wind components (UG and VG,
respectively) have been derived by varying the threshold distance to Cabauw below which
a pressure station is incorporated in the calculation. Also linear and quadratic approxima-
tions to the pressure field in terms of the horizontal coordinates have been examined. A
good result was found by using a quadratic regression field composed of pressure obser-
vations at 20 stations located within a radius of 150 km. The standard error amounts
to 0.31 m s−1 and 0.33 m s−1 for UG and VG respectively, with negligible correlation
between the errors in the two components. This is the version that we used for the GABLS3
case.
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2.3 Characterization of the Large-Scale Forcings with an Atmospheric Model

To obtain realistic results from an SCM run, the model needs to incorporate realistic vertical
profiles of the geostrophic forcing (pressure gradient) and of the dynamical tendencies of
wind, temperature and humidity induced by the synoptic-scale weather conditions. We call
these the large-scale forcings. In general, information on the large-scale forcings at higher
levels in the atmosphere is not available from direct observations. To estimate the size of
the required forcings we resorted to information provided by the KNMI regional climate
model RACMO (van Meijgaard et al. 2008), which employs the dynamics kernel of the
High Resolution Limited Area Model (HIRLAM) and the physics package of the European
Centre for Medium-Range Weather Forecast (ECMWF) model. For this purpose, a short-
term integration with the RACMO model at 18-km horizontal resolution and 40 levels in the
vertical was carried out in hindcast mode utilizing operational analyses from ECMWF for
initialization and forcing at the lateral boundaries of the domain. The run was initialized at
0000 UTC, 1 July 2006 and integrated for 36 h, from which the last 24 h cover the case period.
No data assimilation is applied. Model fields from the grid point closest to Cabauw and the
eight surrounding grid points were stored for all model timesteps. Based on this information
the vertical structure of the geostrophic forcings and dynamical tendencies and their evolution
in time are calculated. Analysis of sensitivity runs performed at increasing resolution led to
the conclusion that the signature of most of the model parameters is reasonably independent
of the resolution with the exception of the vertical dynamical tendency. For some specific
applications in this study a SCM version of RACMO is used (RACMO-SCM).

3 Case Selection and Description

3.1 Selection

Six years of data (2001–2006) were examined to select a suitable case for GABLS3. To
avoid conditions with undesirable complexity, the ideal case has to satisfy at least three
criteria: a stationary synoptic situation, clear skies and the absence of fog. Additionally, a
significant surface inversion must develop after sunset with a distinct LLJ directly aloft. For
the development of a substantial LLJ a moderate geostrophic forcing of about 7 m s−1 is
favourable (Baas 2009). A first selection was made by searching the archive for cases with a
geostrophic forcing between 5 to 10 m s−1, with less than 3 m s−1 variation during the night,
and a net longwave cooling >30 W m−2 at night as an indicator of cloud-free conditions.
From all six years examined, only 28 nights (1.3 %) passed these criteria. For these cases
three additional criteria were applied: the synoptic situations had to be relatively stationary;
the water vapour deficits had to be large enough to avoid dew formation and malfunctioning
of instruments; the advective tendencies (estimated by using trends in the nighttime 200-m
temperature, see Sect. 5.2 below) had to be small. After these selections nine potential cases
remained.

The selection of a small subset of typical cases can be used to distinguish between general
characteristics and case-specific features. For example, Fig. 1 shows time series of the 200-m
wind speed for the nine selected nights. All cases show the general characteristics of an inertial
oscillation. However, in more detail, every case evolves differently due to subtle differences
in, for example, the geostrophic forcing or the large-scale advection of momentum (Baas et
al. 2010). Through inspection of the tower observations, surface analysis charts, and data
availability the most suitable case for GABLS3 was chosen: the night of 1–2 July 2006.
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Fig. 1 Diurnal cycle of the 200-m wind speed for nine clear nights with comparable geostrophic wind speed
(≈7 m s−1). The red-dotted line is the finally selected case period 1–2 July 2006

Fig. 2 Surface pressure analysis showing the synoptic situation for the GABLS3 case at midnight (2 July
2006 0000 UTC). The centre of the green circle represents Cabauw, The Netherlands

3.2 Characterization of the GABLS3 Case

The GABLS3 case (1–2 July 2006) is characterized by easterly flow near the surface around
a high pressure area above the Baltic Sea (Fig. 2). The large-scale synoptic situation is rather
stationary over the period of interest. The geostrophic wind decreases with increasing height,
corresponding with warmer air to the south or, equivalently, a southward tilt of the axis of
the high-pressure system, veering a little in the course of the night.

For the current episode, both satellite observations and radiation measurements indicate
cloud-free conditions. In Fig. 3 radiosoundings at three times during the simulation period are
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Fig. 3 De Bilt radiosounding at noon (solid), midnight (dashed) and the next noon (dotted) for a potential
temperature, b specific humidity, c wind speed and d wind direction

shown, i.e. at noon of the first day, at midnight and at noon of the second day. A significant
decrease of wind speed with height is observed (panel C), and a well-mixed convective
boundary layer is observed in the two noon soundings (panels A and B). The sounding at 1
July 2006 1200 UTC indicates the presence of a relatively shallow, cool and dry boundary
layer of about 1,300 m depth. This is confirmed in Fig. 4a–d where time series of the basic
meteorological parameters along the 200-m tower are shown; Fig. 4d shows relatively low
dewpoint temperatures at the start of the case period, compared to the later stage of the case.
Wind-profiler observations (not shown here) indicate that the ABL height increases rapidly
after noon, suggesting that a column of dry air passes the site at the start of the simulation
period (1200 UTC), but is quickly replaced by an air mass with more humid air and a deeper
boundary layer of depth around 2,000 m.

A few hours before sunset, the air temperature at 2 m reaches its maximum value of
27 ◦C, but already before sunset, rapid cooling occurs near the surface. The rapid decline of
turbulence in the former mixed layer initiates a clear inertial oscillation in the wind field. By
the end of the night the potential temperature difference between 2 and 200 m in the tower
amounts to 9 K. Wind direction at 10 m varies between 80 and 120◦. From 0000–0300 UTC
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Fig. 4 Observed a wind direction, b wind speed, c potential temperature and d dewpoint temperature at 6
(7) levels in the Cabauw 200-m tower for the case period. Here potential temperature is relative to the surface
level

Fig. 5 a Observed components of the surface energy budget, where QN is net radiation, SHF is sensible heat
flux, LHF is latent heat flux and G is soil heat flux. b Friction velocity where LOC is the local friction velocity
and REG is the regional friction velocity

a small synoptic disturbance is advected over the site, resulting in variations in temperature,
humidity and wind. This is best seen in the dewpoint temperature at 200-m height (Fig. 4d)
and is further investigated in Sect. 5.

Figure 5a shows the components of the surface energy budget with large values for the
latent heat flux during daytime that is typical for Cabauw; Fig. 5b shows the friction velocity
inferred at both the local and the regional scale. The friction velocity at the local scale is
derived from sonic anemometer observations by means of the eddy-correlation technique, and
is representative of the smooth grass land at the site with a typical horizontal scale of 100 m.
The friction velocity at the regional scale is derived from the 10-m wind speed, the potential
temperature vertical difference in the lowest 10 m and a regional-scale roughness length.
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Fig. 6 Observed wind vectors between 1 July 2006 1200 UTC and 2 July 2006 1200 UTC. Data are a
composite of wind profiler and tower observations

It is representative of a scale of 1 km including the effect of tree rows and other obstacles in
the upwind direction and has therefore a higher value than the local friction velocity. Values
are comparable until 0200 UTC, after which the regional-scale friction velocity is larger than
the local-scale friction velocity. Finally, Fig. 6 shows the horizontal wind vectors as measured
by the wind profiler. The LLJ reaches its maximum of 12 m s−1 shortly before midnight,
with the height of the wind maximum situated around 200 m above ground level, and with
the inertial oscillation visible up to ≈1,000 m.

4 Case Set-Up

The case comprises 24 h commencing at 1200 UTC (1220 local mean solar time) on 1 July
2006 and ending at 1200 UTC the next day. The Appendix presents the complete case set-up,
and describes the characterization of the land-surface properties required for the modelling
of land-atmosphere interaction, the initial conditions in the soil and the atmosphere, the
geostrophic forcing and finally the dynamical tendencies as a function of height and time.

4.1 Surface Characteristics

The required surface albedo is determined from local radiation measurements at Cabauw, and
was found to vary slightly with solar elevation and with vegetation conditions. A representa-
tive value of 0.23 was obtained, and is consequently prescribed in the model intercomparison
study. The surface emissivity is not measured at the site, and therefore we prescribe a value
of 0.99, since a fully covered vegetation layer, as present at the Cabauw site, will have an
emissivity close to 1.0. Finally, the leaf area index LAI=2.

Locally at the grassland around Cabauw a roughness length of 0.03 m is observed. The SBL
generally develops over a relatively large upwind terrain and, therefore, we use the regional-
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scale roughness length for momentum (z0M) based on observations of the standard deviation
of the horizontal wind (Beljaars 1987; Beljaars and Bosveld 1997). For summertime and for
the wind directions of interest, i.e. between 60 and 120 degrees, z0M = 0.15 m. Verkaik
and Holtslag (2007) showed that this value closely agrees with observations of the stress at
higher levels in the 200-m tower. They also showed that at intermediate levels (e.g. 20 m)
the drag is higher than the regional-scale value due to the presence of the village of Lopik.
Both studies concentrated on near-neutral conditions, and the applicability of their findings to
stable flows was not investigated. The interaction of the stable flow, which in general resists
upward motion, with tree rows and other obstacles, may lead to a different flow regime that
requires characterization by a different effective roughness length.

The physical mechanism through which obstacles extract momentum from the flow (pres-
sure drag) is absent for heat transport; therefore, a local-scale estimate of the roughness length
for heat, z0H, seems to be appropriate. The roughness length for heat is estimated from the
observed surface radiation temperature of the local grassland, the air temperature at 1.5-m
height, and the sensible heat flux. A typical value of z0H = 1.5 mm is found, which is 5 %
of the local-scale roughness length for momentum. This is slightly less than the typical ratio
of z0H/z0M = 0.1 (Brutsaert 1982).

Surface evaporation from the grassland plays a dominant role in the daytime surface
energy balance at Cabauw. The modelled evaporation depends strongly on the prescribed
soil moisture content, and on the details of the land-surface scheme. As only a fixed amount
of energy is available for evaporation and heating of the ABL, this implies that the soil
moisture influences the evolution of the convective boundary layer (Heerwaarden and Vila-
Guerau de Arellano 2009). To ensure that the magnitudes of the modelled turbulent fluxes are
consistent with the observations, the soil moisture content in each model should be chosen
such that the Bowen ratio equals 0.33 at initialization. This corresponds to the value observed
at Cabauw around 1200 UTC.

For each model a soil type needs to be chosen that approaches as close as possible the
soil type profile at Cabauw. At the site, the following layers can be distinguished in the soil:
layer 0–0.03 m, turf zone; layer 0.03–0.18 m, 35–50 % clay (particles ≤2µm) and 8–12 %
organic matter with high root density; layer 0.18–0.60 m, 45–55 % clay and 1–3 % organic
matter with low root density; layer 0.60–0.75 m, a mixture of clay and peat; layer 0.75–7 m,
peat. The dry density of the clay typically amounts to 1,100 kg m−3, and the water content
amounts to 60 % (by soil volume) at saturation and 40 % at the wilting point.

4.2 Initial Conditions

The initial value of surface pressure is 1,024.4 hPa. The initial profiles of temperature, wind
and humidity are derived from radiosoundings and tower observations. As discussed in Sect.
3, a relatively dry air mass with a shallow ABL passed Cabauw at the start of the simulation
period at 1200 UTC. Using this sounding to initialize the model would result in a too dry
boundary layer, a too low ABL height (1,300 m) and too low values for longwave incoming
radiation (not shown). Since the first few hours of the simulation are not the focus of our
evaluation, we omitted this feature from the simulation by excluding the corresponding
advective tendencies from the set-up. Instead, to initialize the model, we used the profiles of
the deeper and more humid ABL (2,000 m) as observed around 1500 UTC. The profiles are
given as piecewise linear functions that, if required, can be interpolated to the specific model
grid. Finally, the initial soil temperature profile is taken from local observations around 1200
UTC, and is also given as a piecewise linear function.
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Fig. 7 Time trace in the
horizontal plane (zonal and
meridional component
respectively) of surface
geostrophic wind from
observations (fgobs) and as
prescribed piecewise linearly for
the case (fgcase) for the 24-h
simulation period. UG is the
zonal and VG is the meridional
component; the timestep is 10
min. Large symbols represent the
end of the period

4.3 Geostrophic Forcing

The surface geostrophic forcing at Cabauw is estimated from surface pressure observations
(Sect. 2.2), and a piecewise linear approximation is used for the case prescription. Figure
7 shows the observed and prescribed course of the surface geostrophic wind. Note that
several periods with approximately constant geostrophic wind-speed components can be
distinguished, seen as clustering points in Fig. 7, with rapid changes between the clusters.
At 1200 UTC UG = −7.5 m s−1 and VG = 0. At 2300 UTC the geostrophic wind has turned
such that (UG, VG) = (−6.5, 4.5)m s−1, while VG remains constant at that value until 0600
UTC the next morning, and afterwards rapidly decreases to 2.5 m s−1 at noon. In that time
frame, UG develops from −6.5 to −5 m s−1 between 2300 UTC and 0300 UTC, and the next
morning UG increases slightly between 0600 UTC and 1200 UTC to −6.5 m s−1. We choose
to represent the three well-defined clusters and the end of the period as fixed points in the
piecewise linear approximation. To estimate the vertical variation of the geostrophic wind, we
resorted to the 3D RACMO simulation of the case. Figure 8 shows that the geostrophic forcing
decreases with height. Based on this model result a constant forcing of (UG, VG) = (−2, 2)

m s−1 is applied at altitudes above 2 km. Between 2 km and the surface a linear interpolation
is performed for the sake of simplicity.

5 Derivation and Impacts of Dynamical Tendencies

The accuracy of prescribed advective tendencies is important in the simulation of atmospheric
profiles using the SCM (e.g. Teixeira and Miranda 2001; Bergot et al. 2007). Baas et al. (2010)
and Neggers et al. (2012) use advection terms derived directly from the analysis of 3D
numerical weather prediction models. Advective tendencies in these models likely depend
on the physical parametrization of the model. Although they represent genuine physical
processes, it is not a priori clear to what extent they correspond to the actual advective
tendencies in the real atmosphere.

Over the years, improvements in the parametrization of atmospheric processes, increases
in model resolution, and the assimilation of more detailed observations have led to a better

123



F. C. Bosveld et al.

Fig. 8 Time-height diagrams of geostrophic wind speed (a) and geostrophic wind direction (b) for 1 July
2006 1200 UTC to 2 July 2006 1200 UTC, as simulated by the RACMO-3D model

representation of the state of the atmosphere and presumably also to a better description of
advective tendencies. Bosveld et al. (2004) compared horizontal advective tendencies from
the 3D RACMO model with tendencies derived from flux-divergence observations made at the
Cabauw 200-m tower. With a grid cell size of 25 km a reasonable agreement during daytime
convective conditions was found for two selected days, one with advection and one without
advection. This grid cell size assumed that at least one land grid cell was situated between the
Cabauw grid cell and the North Sea, preventing the model horizontal diffusion dominating
the contributions from advection. Baas et al. (2010) showed that the correlation between the
dynamical tendencies generated by a 3D numerical weather prediction model on the one
hand, and the observed development of the nocturnal jet on the other, increased significantly
when considering a composite of nine nights instead of individual nights. This suggests
that the model is not capable of providing real-world mesoscale features in a deterministic
way, whereas mesoscale variability can have a significant impact on the dynamics of the
atmospheric column.

Dynamical tendencies can in principle be derived from observations of the vertical diver-
gence of the turbulent fluxes along a single tower (Casso-Torralba and Vilà-Guerau de
Arellano (2008)). However, divergences are relatively small and practical application of
the method is hampered by the fact that local scale advection induced by upwind inhomo-
geneities in the landscape may disturb the divergence. Also, inter-comparability issues with
the turbulence instruments may complicate the interpretation of the measurements. A dense
network of synoptic observations contains, in principle, also information on advection. In
practice, especially during nighttime, local differences in near-surface temperature, humid-
ity and wind speed, induced by small-scale land-surface characteristics and obstacles will
hamper the applicability. During nighttime, when the interaction with the surface is small,
changes in observed wind, temperature and humidity at levels sufficiently far away from the
surface may indicate contributions from dynamical processes. Here, we attempt to derive
dynamical tendencies for this case by examining the results of the 3D RACMO run and the
observed rate of change of observations at 200-m height at night.

5.1 Model Results

Horizontal dynamical tendencies are derived from the 3D RACMO model by applying the
advection operator to the variables of interest, i.e. temperature, humidity and momentum.
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Fig. 9 Time-height diagrams for 1 July 2006 1200 UTC to 2 July 2006 1200 UTC of horizontal dynamical
tendencies of temperature (a), humidity (b), zonal wind (c) and meridional wind (d) as simulated with the
RACMO-3D model

We also estimated the tendencies directly from the semi-Lagrangian calculation of the
dynamic equations in RACMO. Differences between both methods appeared to be small.

The passage of a small-scale synoptic disturbance during the simulated night is well-
illustrated in Fig. 8 where the simulated geostrophic wind speed is shown to be nearly constant
in time. Geostrophic wind direction shows a marked veering shortly after midnight. Figure
9 shows horizontal dynamical tendencies of temperature, humidity and momentum. Cool air
advection in the lowest 300 m up to 10 K day−1 before midnight is followed by a distinct
episode of warm air advection up to 10 K day−1 that reaches the surface after midnight. In the
lowest part of the atmosphere moisture advection of 5–10 g kg−1 day−1 takes place during the
first half of the night followed by drying of up to 5 g kg−1 day−1 after midnight. The horizontal
dynamical tendencies of the zonal and meridional wind components show a negative zonal
tendency in the lowest 1,000 m before midnight and a significant positive tendency after
midnight in both components, ranging from −12 to +20 m s−1 day−1. In the next section, a
combination of model-based horizontal dynamical tendencies and local observations is used
to specify the final case prescription of horizontal dynamical tendencies.

As mentioned in Sect. 2.3, modelled vertical dynamical tendencies are resolution depen-
dent. Since we have no other source of information available, we continue to resort to the
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model results. For a range of different model resolutions, a vertical motion of 0.12 Pa s−1

(subsidence) at 1,500 m is found until 1700 UTC of the first day. From that time on the signal
becomes variable and dependent on resolution. Given this uncertainty we set vertical motion
to zero after 1700 UTC, and in the case prescription, the vertical motion below 1,500 m is
linearly interpolated to zero at the ground.

5.2 Local Observations

Observed tendencies at one location are typically the sum of physical and dynamical tenden-
cies. Deriving dynamical tendencies from local observations is only possible when detailed
information on the physical tendencies is available, which is in general not the case. However,
during stable conditions the air layer above the turbulent SBL often becomes decoupled from
the surface, inducing relatively small physical tendencies. Here we use this feature to quali-
tatively assess whether the advective tendencies derived from the models actually resemble
the advective tendencies directly inferred from observations at Cabauw. To achieve this, we
employ observations at the 200-m level, which was located at the top of the SBL during this
specific night.

We apply the prognostic equations for momentum, temperature and humidity at a height
of 200 m, while ignoring the physical processes but retaining the influence of geostrophic
wind and the Coriolis acceleration on the momentum budget,

∂S

∂t
= −U

∂S

∂x
− V

∂S

∂y
, (1a)

∂U

∂t
= −U

∂U

∂x
− V

∂U

∂y
+ f (V − VG), (1b)

∂V

∂t
= −U

∂V

∂x
− V

∂V

∂y
− f (U − UG), (1c)

where S is any of the scalar parameters, temperature or humidity, U and V are the zonal and
meridional wind components and f is the Coriolis parameter. We call these the simplified
prognostic equations (SPE). The 200-m wind, temperature and specific humidity are initial-
ized by the observed values before sunset (around the moment of decoupling), and then the
SPEs are integrated forward in time, while forced by the observed surface geostrophic wind
as derived in Sect. 2.2. We applied the SPEs with various prescriptions of the horizontal
dynamical tendencies, to find an optimal prescription that matches the observed nighttime
200-m temperature, humidity and wind components best (see Appendix).

Figure 10 shows the evolution of temperature and specific humidity obtained by integrating
the SPEs with the horizontal dynamical tendencies as prescribed for the case, and as derived
from the 3D RACMO model. A significant temperature decrease due to radiative cooling is
found in the observations, which is not accounted for in the SPE (Fig. 10a). A minor cooling,
and after midnight, warming with an integrated amplitude of 0.5 K is observed in the run
using the RACMO tendency. A comparable variation is superimposed on the cooling trend
in the observations. For specific humidity (Fig. 10b) the passage of more humid air with a
perturbation of 1 g kg−1 is observed around midnight. This is reasonably well captured by
the simulation using the RACMO-3D tendency although with a smaller perturbation. For the
GABLS3 case the specific humidity tendency is prescribed with a piecewise linear function,
with an amplitude comparable to the observations.

The evolution of the observed wind vector at 200 m together with the observed geostrophic
wind is shown in a U–V diagram in Fig. 11. Also shown are the results from the integration
of the SPE forced with and without momentum tendencies derived from the 3D RACMO
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Fig. 10 Evolution at 200 m as observed (OBS) and modelled by the SPE model using RACMO-3D and CASE
advection for a temperature and b specific humidity

Fig. 11 Evolution at 200 m as observed (OBS) and modelled by the SPE model using RACMO-3D and
CASE advection for horizontal wind; U is the zonal and V is the meridional component. Additionally, the
geostrophic wind evolution (GEOWND) and the SPE model results when neglecting the advection (NOADV)
are shown. Start of time series is at 1830 UTC (moment of decoupling); the end of the time series is 11 h later
(indicated by large symbols); The timestep is 10 min. In all simulations the observed geostrophic wind is used

model. The effect of momentum advection is quite complex due to the interaction with the
Coriolis force and the changing geostrophic wind. We find that the SPE without advection and
with tendencies obtained from the 3D RACMO model do not represent the observed 200-m
wind accurately. The dynamical tendencies of momentum for the GABLS3 case have been
estimated by adjusting these tendencies until a reasonable agreement between observed 200-
m wind and the SPE simulated wind was obtained. This integration is also shown in Fig. 11.

5.3 Impact of Dynamical Tendencies on SCM Results

As shown in the previous section, temperature and humidity are influenced by their respec-
tive dynamical tendencies in a straightforward way. For wind the influence of the dynami-
cal tendency is more complex due the interplay with the geostrophic wind and the inertial
oscillation. Figure 12 shows time series of the 200-m wind as observed and as simulated
with the RACMO-SCM. The simulations were performed first with the full prescription
of the GABLS3 case, and then once by neglecting the dynamical tendencies for the wind
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Fig. 12 Simulation of the wind speed at 200-m height with RACMO-SCM for the GABLS3 case with (racmo)
and without (rcnoadv) dynamical tendency. Also shown are the observations (black dots)

components. Evidently, the presence of dynamical forcings in the SCM simulation has a
significant influence on the evolution of the 200-m wind at night. The developing LLJ is
quite abruptly ended by the advection of momentum, whereas without advection the LLJ
continues much longer into the following day. To conclude, without an accurate prescription
of dynamical tendencies, the SCMs would deviate too far from reality, making a comparison
with observations meaningless.

6 Discussion and Conclusions

We presented the third GABLS case for model evaluation, where a novel methodology is
designed to obtain atmospheric forcings that are sufficiently accurate to allow for a direct
comparison between models and observations. From an archive of six years of observations
from Cabauw we were able to select nine cases that matched, to a reasonable degree, the
defined criteria. This encouraging result underlines the value and importance of performing
comprehensive long-term continuous measurement programs. However, none of these cases
was stationary in terms of atmospheric forcings and without a accurate prescription of these
forcings a direct comparison of the model simulations with observations is impossible. The
observed variations in the geostrophic wind seem typical for clear-sky summertime nights at
Cabauw that are dominated by easterly winds. As shown by Delden (1993) and Tijm et al.
(1999) these variations are induced by the presence of the temperature contrast between the
land and the neighbouring North Sea.

Baas (2009) analyzed the observed mesoscale disturbance that passed over Cabauw at
midnight, 1–2 July 2006 in more depth using the RACMO-3D model. He found that around
sunset the model generates a disturbance in the hills 150 km south-east of Cabauw, which
propagates in the north-westerly direction and passes over the site at midnight. It is interesting
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to note that no data assimilation is applied in the model and that the disturbance is not
imported into the model domain by the ECMWF model but generated internally. In Baas et
al. (2010) a number of comparable cases were analyzed, all were subject to various mesoscale
disturbances. They concluded that on a night-by-night basis the model dynamical tendencies
lack the accuracy to serve as forcing of the realistic SCM simulations. However, they also
found that, when using a composite of several comparable nights, contributions from random
mesoscale disturbances showed a tendency of cancelling out, which led to a much improved
evaluation of the composed SCM simulation with composed observations. In the current
study we show that a realistic case for an individual day can be set-up by augmenting the 3D
model results with observational information from a well-instrumented site.

Initial profiles of soil temperature were taken directly from the local observations, and in
reality this soil profile will be in thermodynamic equilibrium with the surface energy fluxes.
The initial atmospheric profile is adapted to account for the dry air mass that was advected
over the site at the initialization time, implying that the soil and atmospheric profiles are
not in thermodynamic equilibrium. Even if we had taken the observed initial atmospheric
profile, there will in general be no equilibrium in the models, because their description of
the soil-vegetation system and of the interaction with the atmosphere will differ from real-
ity. Transient effects occur in the first few hours of the simulation, yet we expect these
adjustment effects to die out by sunset in the model simulation. Still, this initial thermal
imbalance may induce longer-term deviations in the temperature and humidity in the con-
vective boundary layer. A roughness length for momentum is prescribed that is representative
of the regional scale; this is a simplification of the actual influence of tree rows and a small
village that are present in the first 3 km upwind from the tower. In addition blocking of
the flow and thermal effects induced by the village may, during stable conditions, affect
the properties of the lowest portion of the atmosphere in a way not accounted for in model
simulations.

For dynamical tendencies we relied partly on RACMO-3D model runs, but we also
attempted to simulate dynamical tendencies for this case with two other regional models,
HIRLAM (Undén et al. 2002) and WRF (Skamarock and Klemp 2008). Although the three
models showed qualitative agreement in representing the tendencies of some of the para-
meters, even for these parameters significant differences in magnitude were found. The
RACMO-3D model was chosen because it compared best with the observed dynamical ten-
dencies, indicating again that the use of dynamical tendencies from 3D models to drive SCMs
needs to be done with caution. For this case the use of observations to estimate the dynamical
tendencies turned out to be very beneficial.

The way case studies for model validation and/or evaluation are defined will vary with
the purpose of the study and the available observations. For model intercomparison one
may use an idealized case since comparison with observations is not necessary; this was the
route chosen for the first GABLS case. For model evaluation the case should be sufficiently
realistic to allow for a direct comparison with observations. When studying a specific process
in isolation the constraints set on the case will be different than for a study of the interaction
between various processes. For example, studying the turbulent exchange in models without
interaction with the land surface can be done by imposing a prescribed lower boundary
condition. This was the approach in the second GABLS case set-up. When adding interaction
with the land surface the attribution of differences among models becomes more complex.
This is pursued in the current third GABLS case, where Bosveld et al. (2014) show that it is
still possible to unravel the interactions and attribute model deficiencies to problems in the
parametrization of specific processes in the models. The current case can be seen as a logical
step in a sequence of increasingly realistic cases with increasing complexity.

123



F. C. Bosveld et al.

Regarding the set-up of an SCM evaluation case study, when compared to the more
traditional model intercomparison study, we conclude that:

• The set-up of a model evaluation study poses higher requirements on the specification of
the forcing conditions than is needed for a model intercomparison study

• This can be accomplished by combining 3D model fields with specific observations related
to the atmospheric forcings; when defining new observational programs more attention
should be paid to the observation of atmospheric tendencies

• Ensembles should be used in case the available observations needed to constrain the wind
field are insufficient or inadequate.

Future steps in setting up case studies of SBL processes were formulated in Beljaars et al.
(2012). These may include the weak wind SBL where longwave radiation has a dominant
role and where turbulence is intermittent. Another route is towards surface heterogeneity,
which is expected to have important consequences for the behaviour of the SBL.

In the Appendix a full description of the data for the case is given. CESAR observations,
which can be used for model evaluation of this case, can be downloaded from http://www.
knmi.nl/samenw/gabls.
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Appendix: Case Set-Up

Here we describe in detail the preparation of a single column model run for the GABLS3
SCM case. Profiles and time series are given at the nodes (in height or time) of piecewise
linear function. Modellers have to perform linear interpolation between these nodes where
appropriate given their specific model grid and timesteps. When two node values at the same
height or time are given, a jump (discontinuity) is implied. The first value should be prescribed
up to the height or time specified. At the next model level or model timestep the second value
should be prescribed.

Location

Cabauw, The Netherlands (51.9711◦N, 4.9267◦E, −0.7 m above sea level).

Period

1 July 2006 1200 to 2 July 2006 1200 UTC.

Surface and Soil Parameters

Surface parameters are listed in Table 1. If a model discriminates between albedo for near
infrared and visible light, the same values for both bands should be used. The band albedos are
not known for Cabauw. If possible prescribe soil type as clay. Typical values for constituents
are: 45 % clay, 8 % organic matter, no sand.
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Table 1 Surface parameters for
the Cabauw site

Name Symbol Value Units

Albedo a 0.23 –

Emissivity ε 0.99 –

Roughness length for
momentum

z0M 0.15 m

Roughness length for heat z0H 0.0015 m

Vegetation fraction fveg 100 %

Leaf area index LAI 2.0 –

Soil water content at field
capacity

θfc 0.47 m3 m−3

Table 2 Initial soil temperature
profile

Depth (m) TS (◦C)

0.00 23.4

0.02 22.2

0.04 21.4

0.06 20.6

0.08 19.8

0.12 19.0

0.20 17.9

0.30 17.5

0.50 16.0

1.00 12.2

2.00 10.0

∞ 10.0

Initial Conditions

Initial values are valid for 1 July 2006 1200 UTC, with a surface pressure of 1,024.4 hPa.
The model soil water content is initialized such that the Bowen ratio is 0.33 at the start of
the simulation. The initial soil temperature profile is given in Table 2. Models where the top
soil layer is in direct contact with the atmosphere (no skin layer) do need some spin-up time.
The initial atmospheric profiles of temperature and specific humidity are given in Table 3.
Note that the value at zero height is a neutral extrapolation of the value at 2-m height. The
model surface temperature will reach a model dependent value after the first timestep. The
initial profile of wind is given in Table 4.

Atmospheric Forcings

Table 5 lists the geostrophic surface wind; at each timestep a vertical profile of geostrophic
wind is obtained by linear interpolation between the prescribed surface geostrophic wind and
UG = −2.0m s−1 and VG = 2.0 m s−1 at 2,000 m. Above 2,000 m the geostrophic wind is
constant.
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Table 3 Initial profile of
temperature and specific
humidity. TOA is top of
atmosphere

z (m) T (◦C) q (g kg−1)

0 27.0 9.3

2 27.0 9.3

10 26.4 8.5

20 26.2 8.4

40 25.9 8.3

80 25.5 8.2

140 24.8 8.1

205 24.3 8.0

1,800 9.0 7.5

2,200 09.0 2.0

5,000 −6.4 0.3

12,000 −61.0 0.01

14,000 −54.0 0.003

TOA −50.0 0.000

Table 4 Horizontal wind, where
U is the zonal wind component
positive moving west to east, V is
the meridional wind component
positive moving south to north

z (m) U (m s−1) V (m s−1)

0 0.0 0.0

10 −4.0 −0.4

353 −5.5 −0.5

1,238 −5.5 −0.5

2,000 −2.0 2.0

TOA −2.0 2.0

Table 5 Surface geostrophic
wind Time (UTC) UG (m s−1) VG (m s−1)

1 July 2006 1200 −7.8 0

1 July 2006 1800 −7.8 0

1 July 2006 2300 −6.5 4.5

2 July 2006 0300 −5.0 4.5

2 July 2006 0600 −5.0 4.5

2 July 2006 1200 −6.5 2.5

Table 6 Vertical movement in
the layer between 1,500–5,000 m Time (UTC) ω (Pa s−1)

1 July 2006 1200 0.12

1 July 2006 1700 0.12

1 July 2006 1900 0.00

2 July 2006 1200 0.00

The vertical dynamical tendency is constant in the layer z = 1,500–5,000 m, and its change
in time is given in Table 6. Above 5,000 m it is set to zero, and below 1,500 m it is interpolated
linearly to zero at z = 0.
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Table 7 Temperature dynamical
tendency (200–1,000 m) Time (UTC) T _adv (K s−1)

1 July 2006 1200 −2.5 × 10−5

2 July 2006 0100 −2.5 × 10−5

2 July 2006 0100 7.5 × 10−5

2 July 2006 0600 7.5 × 10−5

2 July 2006 0600 0.0 × 10−5

2 July 2006 1200 0.0 × 10−5

Table 8 Specific humidity
dynamical tendency
(200–1,000 m)

Time (UTC) q_adv (kg kg−1 s−1)

1 July 2006 1200 0

1 July 2006 2100 0

1 July 2006 2100 8.0 × 10−8

2 July 2006 0000 8.0 × 10−8

2 July 2006 0000 0

2 July 2006 0200 0

2 July 2006 0200 −8.0 × 10−8

2 July 2006 0500 −8.0 × 10−8

2 July 2006 0500 0

2 July 2006 1200 0

Table 9 Horizontal wind
dynamical tendency (200–1,000
m)

Time (UTC) U_adv (m s−2) V _adv (m s−2)

1 July 2006 1200 0 0

1 July 2006 1800 0 0

1 July 2006 1800 −1.5 × 10−4 1.0 × 10−4

1 July 2006 2300 −1.5 × 10−4 1.0 × 10−4

1 July 2006 2300 5.0 × 10−4 0.0 × 10−4

2 July 2006 0300 5.0 × 10−4 0.0 × 10−4

2 July 2006 0300 0 0

2 July 2006 1200 0 0

All the horizontal dynamical tendencies are prescribed constant in the layer z = 200–
1,000 m. They are listed in Tables 7, 8 and 9 for temperature, specific humidity and wind
respectively. Above z = 1,500 m and at z = 0 all advective terms are zero. Above 1,000 m we
apply a linear interpolation to zero at 1,500 m; below 200 m apply a linear interpolation to
zero at z = 0.
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