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Abstract

In a simplified data assimilation scheme, surface temperature heating rates were used to adjust the soil moisture
content in the limited area atmosphetic model RACMO. These heating rates were derived from the geostationary
METEOSAT satellite IR clear sky pixels after sunrise. In this paper we will discuss the applied cloud detection
algorithm, atmospheric correction, specifications of the observation error and the formulation of the data
assimilation method. Further, a case study applying the scheme here described will be presented, extending over the
Southern and Central parts of Europe between 1 May and 1 October 2000. Comparison of the model results and a
large number of observed 2m temperatures at synops locations revealed a small but systematic improvement in the
central part of Europe, but a slight deterioration over the Iberian peninsula. To some extend, this might be related to
the uniform specification of the aerodynamic coupling between the surface and the atmosphere within the model.
Altogether, we may conclude that satellite data contain a useful additional signal to correct model soil moisture

content and aerodynamic parameters simultaneously.



1. Introduction

The models forecast used for Numerical Weather Prediction (NWP) critically depends on the initial conditions of
the prognostic fields. This does not only apply for initial atmospheric fields, but also for the state of the land sutface
and soil (Viterbo, 1996). Being slow components in the cycles of energy and water, soil temperature and moisture
content are susceptible for accumulating systematic errors in the representation of these cycles. This can lead to
serious drifts of the NWP system in spite of the atmospheric data assimilation (Vitertbo and Couttier, 1995). For that
reason, various NWP centres across the world apply data assimilation procedures to constrain errors in the soil
prognostic quantities. Usually, diagnosed forecast etrors in near-surface air temperature and/or humidity are used,
assuming they contain information about the surface energy budget under conditions where land surface and
atmosphere are closely coupled (Mahfouf, 1991; Bouttier et al, 1993a, 1993b; Giard and Bazile, 2000; Douville et al,
2000; Rhodin et al, 1999; Hess, 2001). However, this coupling is often weak or is strongly determined by the amount
of available radiative energy at the surface. Observations of this net radiation are not included in the data assimilation
scheme. Moreover, the density of the observation network of near surface quantities is often sparse. Therefore, in
many areas such as the (semi-)arid areas in the subtropics and continental Asia this approach will fail at all, whereas
in these regions constraining soil moisture and/or air temperature are even more important (see e.g. Koster et al,

2000, for an analysis of the geographical distribution of significant land-atmosphere feedback).

Satellite observations of the land surface might fill this gap. Studies with a range of existing and future satellite
microwave instruments have been catried out, and there is increasing confidence that these measurements can be
assimilated into land surface schemes of NWP models. In particular, observations in the L-band (1-4 GHz) contain
useful signal (Houser et al, 1998; Calvet et al, 1998; Wigneron et al, 1999). It was shown, for example, that there is a
direct physical relation between top soil moisture content and the emission or reflection of microwave radiation at
frequencies ranging from 1 to 20 GHz (e.g. Wigneron et al, 2000). Although satellite programs (SMOS; Hydrostar)
aiming to provide these observations are underway, at the present no such data are available on an operational basis.
Instead of directly quantifying the top soil moisture from satellite data we used an indirect method estimating the top

soil moisture from measured surface heating rates.

There is an intuitive relation between heating rates and soil moisture content. We may expect higher heating rates if
soils are dryer and vise versa. Unfortunately, this relation is not fixed. Not only does it depend on the soil properties,
it also depends on the energy exchange with the atmosphere. Currently, there are two types of approach to this
problem: the turbulent surface fluxes are estimated using thermal and visible data (e.g. Bastiaanssen et al, 1997; Van
den Hurk et al, 1997; Menenti and Choudhury, 1993), or the rate of change of surface temperature after sunrise is
related to the surface energy budget, the so-called heating rate method (Wetzel et al, 1984; McNider et al, 1994; Jones
et al, 1998a,b). A review of these methods was given by Van den Hurk (2001). These methods have in common that
the partitioning of net radiation over sensible and latent heat flux at the land surface leaves its marks in the surface
temperature. This provides a relation between the moistute status of the soil (affecting the surface radiation
partitioning) and the surface temperatures observable from space. This relation is sensitive to the amount of
radiation reaching the surface (partially determined by the shortwave reflectance), the presence of vegetation, and the
aerodynamic properties of the surface and of the atmospheric flow. Relying on surface temperature obsetvations,

atmospheric conditions (clouds, aerosols) form a clear constraint on the obsetvations.



This paper describes a potential pre-operational implementation of the heating rate method for soil moisture data
assimilation for Europe, making use of routine observations of the geostationary METEOSAT satellite. First, we
explain the principles of the scheme, the preparation for the observations, and the assimilation in a NWP land
surface model. Next, we will present results of a case study using the RACMO model (Christensen et al., 1996) to
assess the impact of the data assimilation using neatr-surface temperature observations as verification material. The
study covets a five month growing season in 2000. The final section will discuss the outlooks on the practical
implementations of the scheme. Note that satellite data are merely indicative to the top soil moisture. Deep soil
moistute could be estimated only when using more complex soil models using the top soil moisture as a boundary

condition.

2. Method and observations

This section describes the principles of the heating rate method, how we determined the heating rates using satellite
observations as well as a NWP model, and the specification of parameters related to the data assimilation. A final

subsection desctibes the case study employed.

2.1 The heating rate method and principle of the data assimilation procedure

The heating rate method (Wetzel et al, 1984; McNider et al, 1994) relates the rise of the surface temperature after
sunrise to the pattitioning of net radiation at the surface and to the thermal inertia of the top soil. The net radiation
received at the land sutface is absorbed by the soil and vegetation, which results in a temperature rise. This
temperature increase gives rise to the exchange of heat with the atmosphere and the underground. Turbulent
exchange of latent heat with the atmosphere is associated with a surface temperature cooling, caused by the phase
change of liquid water into water vapour. Therefore, cases where substantial amounts of energy are released as latent
heat, the surface temperature increase with increasing net radiation is less than under dry conditions (see Figute 1).

This is the basic principle of the heating rate method.

The heating rate is further affected by the thermal inertia of the soil-vegetation system, determining the delay of the
surface temperature change with respect to the temporal signature of the net radiation. This thermal inertia causes a
general hysteresis effect when a direct relation between net radiation and surface temperature is evaluated (Figure 1).
Finally, an important factor affecting the surface temperture change as a function of the received amount of net
radiation is the (aerodynamic) coupling of the surface to the atmosphere and the (thermodynamic) coupling to the
underlying soil. These coupling processes are usually accounted for by variable exchange coefficients in land surface
modules of NWP systems. These exchange coefficients govern the The magnitudes of heat release of the surface.
High batriers to energy exchange with both the atmosphere (e.g. under conditions of low wind speeds or strong
atmospheric stability) and the underground (low thermal conductivides in dry soils or tall vegetation) will lead to
higher surface temperatures than under conditions of rapid energy exchange. Furthermore, depending on the ability
of vegetation to transpire, the aerodynamic exchange coefficient may play an important role in pattitioning the net

radiation in sensible and latent heat.
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Figure 1: Principle of the heating rate for a dry surface (solid lines) and a wet surface (dotted lines). Left the dinrnal conrses are shown,
right the surface temperature as function of the cosine of the solar genith angle, showing the delaying effect of the thermal inertia of the soil.
McNider et al (1994) and Jones et al (1998a,b) designed and applied procedures in which the observed heating rate is

related to the processes briefly listed above. Estimating soil moisture content was their primary objective, and they
eliminated or estimated the remaining unknown quantities in the system by inserting ancillary data on vegetation, soil
physical characteristics and aerodynamic properties in a (calibrated) land surface parameterization (LSP) scheme.
They used prescribed relationships between soil moisture content on the one hand, and coefficients of canopy
transpiration, soil evaporation and the soil thermal inextia on the other, to define the soil moisture content to obtain
an optimal match between observed and modelled surface heating rate (Figure 2). By definition, the soil moisture
content thus obtained is a model quantity forcing the LSP to the observed heating rate. It is sensitive to assumptions
tegarding its role in regulating canopy transpiration, soil evaporation and the soil thermal inertia. Etrors in these
assumptions are likely to deteriorate a verification using in situ soil moisture data, in spite of the fact that the LSP
may give a perfect simulation of the surface heating rate. Soil moisture products generated by this data assimilation
procedure are therefore closely related to the underlying LSP, and generally it should not be compared to field data

ot results from LSP’s that are formulated differently as such.

In the current study we have roughly followed the data assimilation procedure outlined above. The surface heating
rate was calculated using a land surface model based on the recently updated scheme by Viterbo and Beljaars (1995)
(see next subsection), implemented in a limited area NWP model. The multi-layer soil moisture content in the LSP
was varied according to a minimization procedure in ordet to improve the match between observed and modelled

surface heating rates.

The data assimilation procedure is a simplified variational minimization scheme, in which a cost function J that

measures the distance between observed and modelled quantities, is defined:

_ (xm,i - xo,i )2 (AWJ )2
BRIy §

where x,, is the collection of observed quantities (i.e. the satellite derived surface heating rate), x,,; the modelled

mi
equivalence, and G, the observation error (see Section 2.4). The second term in Eqation 1 determines the penalty of
modifying the model variables »; (denoting the soil moisture content here) by an increment Aw, relative to a so-called

background error G, . The observation error of each observed quantity, 6, , and the background error of each

on



modified model variable, G,,, need to be defined in advance. 0,; and G, express the confidence levels for the

wp

observations and the unmodified (first guess) model estimate, and, consequently, their ratio is the prime quantity that

determines the range within which the observations may affect w,.

atmosphere
gs - ga = f(w)
surface
temperature
pC =f(w)
soil
T =i

Figure 2: Principle of the data assimilation procedure. Soil moisture content @ affects the thermal inertia of the top soil (0C), the soil
evaporation (governed by humidity gradient Qs - ), and the canopy resistance against transpiration tc. An optimal value of soil moisture
content is defined by the closest match between observed and modelled surface heating rate.

Expression ] was minimized using a simplified Newtonian search scheme (Hess, 2001). Near the optimum, 9]/0uw; is
assumed to be linear to Aw, for each j = 1,..., # This implies that the minimum of ] can easily be found by a finite

difference gradient determination, requiring one additional simulation with the forecast model for each quantity »; to

be optimized.

Theoretically, cotrections to w in a given model grid box may affect the heating rate of adjacent gridboxes in the
domain. However, the coupling between the surface heating rate of a grid box and the soil moisture content within
that grid box is generally much stronger than the coupling to soil moisture content in adjacent grid boxes. Thetefore,
horizontal correlations between increments of w and changes of heating rates outside the grid box may be ignored
(Rhodin, 1999). This reduces the optimization problem of Equation 1 to a system where only # + 1 integrations are
needed: a first guess estimate starting from the previous values of », and 7 integrations with small perturbations of »;
with 7 = 1,...,n. From these integrations a value for J is found that minimizes the difference between the observed
and simulated heating rate taking the model accuracy into account. The derivation of the observed and simulated

heating rate is discussed below.

2.2. Derivation of the observed heating rate

The surface heating rates were detived from METEOSAT infrared measutements. For several reasons the measured
infrared temperatures do not represent the actual surface temperature. Thin cirrus cloud and sub-pixel clouds cannot
be detected simple, but their effect on the measured change of temperatures can be significant. Mainly due to this
cloud contamination, the heating rates cannot be determined by simply deducting the infrared temperatures of two

subsequent images. Even for genuinly cloud free pixels we ate not sure about the surface temperatures, because the



moisture in the atmosphere affects the upwelling radiation, requiring so-called atmospheric correction. In this section

we will discuss how to tackle these problems.

Definition of the heating rate

The primary energy source leading to the increase of the surface temperature T, after sunrise is solar short wave

radiation. Assuming a quasi-linear relation between incoming solar radiance and surface temperature, we can get rid

of the temporal temperature tendency for seasonal and spatial solar variations. The incoming radiance equals I, zosC,
where { is the solar zenith angle and I, the extraterrestrial radiation and 7 the transmissivity. dT,/0 tends to decrease
during the day. Therefore, rather than defining the heating rate as a temporal tendency, we will use the expression T

instead, defined as:

y= oL .
dcos{
Major advantage of using Y instead of 9T,/0# s its linearity (as a first approximation), implying that its value can be
determined from time seties by linear regression more accurately than 0T,/0% Note that, consequently, Y is faitly
constant throughout the morning hours, except for the eatly hours after sunrise, when 7is changing rapidly. Hence,
the period of time to determine Y is less critical than would be the case for 0T,/d% Hence, there is no need to use a

fixed time for Y. Due to hysteresis, Y does not have any meaning after midday (the cooling curve does not match the

heating curve). Y was determined within a time frame of 2 houss after local suntise and 11:00 am local solar time.

Threshold of rms

|

4«— Best fit

Radiance

@ outlier
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Figure 3: Principle of the clond detection algorithm, showing a linear fit of the observed radiance as function of cos {. The shaded area
represents the threhold of the tolerable rms. The outlier from this range is detected as being clondy.

Cloud detection

Accurate heating rate detection requires cloud free conditions duting a sufficiently long consecutive period in the
sampling interval. Various cloud detection algotithms based on instantaneous satellite observations exist (e.g. Feijt et
al, 2000). Major restriction of these algorithms is that they do not analyse the images as a time seties. Consequently, it
is impossible to detect deviations of a few degrees in the infrared due to cloud contamination. These deviations are
of the same magnitudes as the heating rates themselves. Therefote we applied a mote restrictive, but internally

consistent cloud detection procedure (see Figure 3).



Using times series of both infrared and visible light METEOSAT images, as well as their spatial variation offer
enough information éo exclude any trace of cloud contamination. Cloud-free conditions duting moring hours can be
associated with both positive heating rates (IR) and increasing VIS intensities. Departing from these conditions and
threshold values for the residual error of the linear regressions serve as criteria to detect outliers of data points. The
threshold values of the residual errors were evaluated using a large set of METEOSAT pixels co-located with synops
observations of total cloud cover, serving as ground truth. Points resulting in rms errors exceeding these thresholds
wete removed. In addition, the VIS images were compared with the cleat sky reflections detived from a long time
petiod of METEOSAT images. Locations where during less than two consecutive hours cloud-free pixels were

detected were flagged as permanently cloudy pixels and not used in the data assimilation.

A combination of temperature and reflectance observations results in a rather conservative but robust algorithm.
Figure 4 shows a summary of a comparison of the current detection algorithm to results obtained using the so-called
MetCLOCK algorithm (Feijt et al, 2000). MetCLOCK uses a thresholding of instantaneous surface temperature and
reflectance measurements. Thresholds are calibrated using observed cloud cover at synops stations, and vary in time
and space. A significant consistency in the cloud detection was found. However, a substantial amount of pixels are

flagged as being cloudy whereas MetCLOCK labeled these as cloud-free. Reversely, only a limited number of pixels

passed the cloud-detection whete MetCLOCK would label these as cloudy.

Figure 4: Excample of a comparison of the current cloud detection algorithm with the MetCLOCK algorithm of Feijt et al (2000). Pixels
are colonred according to the consistency with MetCLOCK: Light grey: both cloudy; light middle grey: MetCLOCK cloud free, present
algorithm cloudy; dark niiddle grey: both cloud free; dark grey: MetCLOCK clondy, present algorithm clond free.

Atmospheric correction
In contrast to the implementation of the heating rate method by McNider et al (1994), we applied atmosphetic
correction to the infrared images. Muller et al. (1990) clearly demonstrated a strong dependence of the atmospheric

distortion on the surface temperature itself. The atmosphere is slightly opaque in the infrared due to water vapour in



the atmosphere. Consequently, the top-of-atmosphere (TOA) temperature, as measured by the satellite, is generally
lower than the surface temperature. An increase of the surface temperature will not be lead to the same increase in
the TOA temperature. This deviation induces a clear diurnal cycle of the atmospheric correction, which can be as
large as 1-2 degrees Kelvin per hour in Southern Europe; i.e. about the same magnitude as the surface heating rate

itself.

The atmospheric corrections were calculated using the MODTRAN 4 radiative transfer model. Actually, one does
not calculate the atmospheric correction itself, but determines the surface temperature iteratively, using the TOA
temperature as a boundary condition. The atmospheric correction is given by the difference between TOA and T,
The input atmospheric profiles were obtained from the first guess simulations of the NWP model (see below).
Constraints on computer power hampered a pixel-by-pixel calculation for each METEOSAT image. Therefore, we
restricted the MODTRAN calculations to the (coarse) resolution of the NWP model. At each grid point we
calculated the TOA temperature for three different values of T, to obtain a functional relation between TOA
temperature and T, T, = T(Tioa), hence avoiding time consuming iterations. The cotrections per pixel were
determined by spatial interpolation between these functions. Furthermore, we did not calculate the atmospheric
corrections for all images either. We first estimated the TOA temperature as a linear function of ¢osC, similar to
Equation 2, by applying linear regression on the raw METEOSAT IR clear sky data. Assuming that the atmospheric

correction is proportional to the TOA temperature, we transformed this relation to a linear relation between T, and

c0sC by calculating the atmospheric correction for two time slots only.

4 —#— Meteosat uncorrected i
15 ~-~ Meteosat corrected -
r —®— synops 2m temperature | -
1 1 1 1 I 1 ! 1 1 T I I I T 1
6 7 8 9 10 11 12 13 14
cos(9y)

Figure 5: Excample of the impact of the atmospheric correction. Shown is a timeseries of uncorrected and corrected surface temperature, in
combination of co-located observations of air temperature at 2 m.

Figure 5 provides a typical example of the impact of the atmospheric correction on the surface temperature. It shows

the timeseries for a cloudfree pixel during a summer morning. The uncorrected surface temperature is lower than the

air temperature during the entire period, whereas the corrected surface temperature shows the expected behaviour of



being lower than the air temperature during eatly morning, and increasingly exceeding the air temperature during

later times. Obviously , ignoring the atmospheric correction would lead to significantly different heating rates.

2.3. Calculation of the heating rate in the atmospheric model

Many land surface models define the surface temperature as the temperature of a soil layer of finite depth with a
certain heat capacity (e.g., Gustafsson et al, 1993). Its thickness and thermal inertia are usually tuned to be able to
resolve surface temperature variations at the diurnal scale, but they are incapable of representing rapid temperature
changes associated with for instance cloud overpasses, advection of air mass changes or the influence of
precipitation. Therefore, a so-called skin temperature was introduced, defined as the temperatute that closes the
instantaneous surface energy balance. As such, the skin layer associated with this tempetatute has no heat capacity
and can vary rapidly with changing environmental conditions (e.g. Viterbo and Beljaars, 1995). At the characteristic
resolution of NWP models (20 — 50 km) substantial variability of the surface temperature may be encountered as a
result of variability in surface (vegetation) cover, orography and soil wetness. To account for this vatiability, an
increasing number of surface schemes adopt the concept of tiling (e.g. Koster and Suarez, 1992) in which separate
energy balance calculations ate carried out for various subfractions of a grid box with morte or less homogeneous

properties.

In our NWP model we implemented a new version of the land surface scheme from the European Centre for
Medium-Range Weather Forecasting (ECMWEF). This land surface model is a tiled version of the scheme designed
by Viterbo and Beljaars (1995). Its structure and verification using field data are briefly described by Van den Hurk et
al. (2000). The surface temperature is defined as a composite of the skin temperature from six subgrid fractions (low
vegetation, high vegetation, intercepted water, bare ground, snow on low vegetation, snow under high vegetation),
whose areal coverage varies as a function of vegetation type distribution, snow evolution and amount of precipitation
intercepted by canopies. Each of these subgrid fractions has a specific thermal and hydrological coupling to the soil
and to the atmosphere. In each NWP gridbox, one skin temperature is calculated as an areal weighted average of the

skin temperatures of these fractions. This average temperature is used to calculate the surface heating rate in the

NWP model.

The direct comparison of satellite derived and modelled surface skin temperatures (and their rates of change) is
hampered by a potential inconsistency between the satellite-based observations, and the NWP definition of skin
temperature. The NWP skin temperature is dominated by an aerodynamic coupling of the sutface to the atmosphere,
rather than by the longwave radiative properties of the surface (Sun and Mahtt, 1995). In otder to reduce the
difference between the observed radiative surface temperature and the NPW skin temperature, many surface models,
including the one in this study, introduced a distinction between an aerodynamic (i.e., governed by momentum
exchange) and a thermal turbulent exchange coefficient, using a reduced sutface roughness length for heat, 3, and
the roughness length adopted for momentum, g, Although its ratio, z,/z,, is highly variable in time and in space
(Verhoef et al, 1997), it is often assumed to be constant. In the ECMWF land sutface model, a value of 0.1 was
adopted. This might have had a significant impact on the results of this data assimilation study, as will be discussed

later.
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2.4. Definition of observation and background errors

The data assimilation procedure requires a ptioti estimates of the observation error, G,, and a background error of
the soil moisture estimate ©,. The observation etror is determined by the accuracy in which the heating rates can be
obtained from the satellite observations, which depends on the number of obsetvations, the error in the measured
irradiance, inaccuracies in the atmospheric correction procedure, quality of the cloud screening and temporal
varjability of the atmosphere, and so on. Most of these aspects cannot easily be measuted. Largest conttibution to C,,
though, are presumably the subgtid clouds and cirrus clouds which cannot be filtered out; 'cloud free' pixels are most
likely to be contaminated by some cloud. Within a model grid cell, the amount of subgrid cloud contamination is
assumed, therefore, to be a function of the fraction of cloud free satellite pixels. Furthermore, the variance of
observed clear sky heating rates for pixels close together, expressing the spatial variability of heating rates, is faitly
small. Although, this variance is also affected by the variability of the land surface characteristics determining surface
heating rate, this contribution is smoothed out already by the METEOSAT pixel size (30 km? or more at mid-
latitude). Although it has not been investigated in detail, we will assume, therefore, that this effect is relatively small.

Under this assumption we can express the observation error as:

of

fcl

oo = ®

where 0v? is the variance of the observed heating rates, and f the fraction of cloud-free pixels. Gy? and f, are
evaluated using all pixels within a NWP grid box, which forms the primary spatial unit of the generated soil moisture
fields. Higher observation ertors are produced for areas with either a low number of cloud-free pixels or in areas
where the spatial coherence of the observed heating rates is low (see also Van den Hurk et al., in press). Averaged
over the simulation domain (see below) the observation etror is approximately 20% of the heating rate signal, which

is assumed to be a reasonable estimate.

The background etror G, expresses the accuracy of the soil moisture parameterization scheme, used in the NWP
model. It includes the uncertainties in the evolution of precipitation and atmosphetic forcing determining the soil
moisture content, as well as the parameterization of the processes generating evaporation and water loss due to
runoff. In principle, tepeated calculation of soil moisture increments contains information on the background error
of the soil moisture calculadon. However, in this study we have chosen a constant and relatively high value for 6,2,
in order to evaluate the potential information content in the heating rate observations, i.e. we imposed a small

contribution of the modified model variable to the cost function | (Equation 1).

3. A case study

3.1. Description

The case study covers a large portion of Europe during the growing season of 2000. Figure 6 gives an overview of
the area for which the data assimilation was carried out. Daily METEOSAT heating rates were derived between 1
May and 1 October 2000. We used METEOSAT data with latitudes below 56°N only, since the viewing geometry

and systematic cloud cover yield unteliable sutface temperatute estimates in mote northetly regions. To a large

extend, the availabilty of useful data was determined by the occuttence of clouds. In the UK less than 10% of the

12



days between 1 May and 1 October 2000 wete favourable for calculating Y, against less than 20% in most parts of in
the remaining target area. Consequently, the relative observation error shows a gradual increase with latitude, with

almost meaningless observations (in terms of signal/noise ratio) in the most northern parts of the domain.
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Figure 8: Time series of soil moisture content in the top 1 m of soil for the Iberian peninsula (solid lines) and the mid-European continent
(dashed lines) for the control simulation (thin lines) and the experimental suite with soil moisture data assimilation (thick lines).

Model integrations were carried out with RACMO at a grid resolution of approximately 50X50 km, operating in

NWP-mode. This implies that simulations ate started daily from an initial atmospheric analysis. Initalisation and

lateral boundary conditions needed to force the model to follow the observed large scale weather patterns, were

obtained from the operational ECMWF global analyses.

A control series of daily RACMO forecasts of 24 hours was initiated on 1 March 2000. Initial soil temperature and
soil moisture content were obtained from operational ECMWEF soil fields. In most parts of Europe, the initial soil
moisture content was close to field capacity, owing to low evaporation losses and frequent supply of winter time
precipitation and eatly snow melt. After initialization, soil moisture and soil temperature evolved freely according to

the modelled precipitation, evaporation loss and discharge via runoff. The control seties of 24 hours forecasts

extended until 1st October 2000.

From 1st May onwatds, a second series of RACMO forecasts was catried out, in which METEOSAT heating rates
were assimilated. Half-houtly IR temperature fields were used to calculate the average clear sky heating rates between
2 housrs after sunrise and 11:00 local time. These data were aggregated to RACMO resolution. The observation etror

was determined as outlined in Section 2.4,

3.2. Results

The results were tested by compared the air temperatures at 2m height from the operational obsetvation network at
12:00 and 18:00 UTC with both RACMO runs. We used bilinear interpolation between the temperatures at the

nearest by RACMO land grid points to the location of the synops station. Differences in height between the
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observation point and the RACMO sutface level were corrected using a constant lapse rate of 6.5 K/km.

Figure 7 shows the effect of the adjusted soil moisture contents on the 2m temperature at noon. The quantity
displayed is the difference between the absolute biases between the observations and the control simulation on the
one hand, and the experimental suite on the other: | T,,,,,,— T, | = | T,,, — T}, | . Large positive values indicate that
the experimental results are closer to the synops data, whereas negative values point out a worsening. Figure 7 shows
the monthly averaged results for June, July and August, which is the period where the soil moisture assimilation has
the most pronounced effect on the surface energy balance. We can see a clear improvement over large parts of
Western and Central Europe. This improvement is related to a systematically higher soil water content compared to
the control run (Figure 8). This leads to higher amounts of energy used for evaporation, thereby reducing the
sensible heat release to the atmosphere and a leading to a lower near-surface air temperature. The systematic positive

temperature bias in this area is thus reduced by the soil moisture assimilation.

For the Iberian Peninsula the results are more ambiguous than for Central Europe. Systematic improvements are
observed at some locations especially near the coast, but for many locations the data assimilation results in
deteriorating 2m temperatures. In contrast to the Central European area, on average, the data assimilation procedure
is causing a reduction of the soil moisture content. As a result, the 2m temperatures are systematically higher than in
the control simulation, implying an increase of an already existing positive bias. The lower soil moisture contents in

the experimental suite retained throughout the end of the petiod (October 2000).

The systematic temperature bias in the control simulation displays a clear diurnal cycle (Figure 9). At 12:00 UTC the
data assimilation applied in the experimental suite results in a small but systematic reduction. The effect is most
pronounced for the ensemble of synops observations taken in the mid-European area (higher than 40°N), whereas
for the Iberian peninsula results are smaller. However, at 18:00 UTC (bottom panel in Figure 9) the temperature
changes take the same sign, i.e. a general reduction as a response to added soil water, but the bias of the control
model was already generally negative, and is thus enhanced. This diurnal cycle of the temperature at 2m height is
believed to be related to other processes than the surface energy partitioning. In the summer months 18:00 UTC is
around sunset in a large portion of the Eastern part of Europe. For many stations the temperature at this time is
related to the development of a stable boundary layer, for which parameterization difficulties unrelated to soil
moisture are of significant importance. Indeed, the temperature bias at 18:00 UTC is related to the geographical
longitude of the synops location, being on average approximately zero at 10°W and -2 K at 30°E (Figure 10). At

noon no such geographical dependence is evident.

4. Discussion and outlook

The assimilation of satellite derived heating rates in the ECMWF land surface model may lead to a reduction of the

2m temperature bias at noon during the summer months in Western and Central Europe.

This temperature bias contains a clear diurnal cycle, switching from a general positive bias at noon to a negative bias
at 18:00 UTC. The late afternoon bias is probably related to the formulation of the stable boundaty layer in
RACMO, and to possible errors in the longwave radiative cooling resulting from problems with cloud cover
simulations. In some operational soil moisture assimilation schemes use is made of synops observations at multiple
times per day (e.g. Giard and Bazile, 2000). A diurnal cycle in the temperature bias must be accounted for carefully in

order to avoid an artificial diurnal cycle in the soil moisture corrections that are derived from the synops data. The
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diurnal cycle in the bias also reveals an additional difficulty with the relatively sparse temporal coverage of generally 4

(ot less) observations per day when using synops data for soil moisture assimilation.

12:00 UTC
5 |

| T ] T
Iberia = =

temperature bias experiment

temperature bias experiment

temperature bias control

Figure 9: Daily temperature bias in the period between T May and 1 October 2000. Each symbol represents the bias on a given day
averaged for all synops stations in the mid-Eurgpean area (triangles) and the Iberian peninsula (closed circles) from the control versus the
experimental RACMO simulations. Shown are the bias of temperature at 12:00 UTC (top panel) and 18:00 UTC (bottom panel).
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Figure 10: Average temperature bias of the excperimental suite in July 2000 for all synops locations plotted as function of the longitude of
the measurement location at 12:00 UTC (top panel) and 18:00 UTC (bottom).

The RACMO control run shows a positive 2m temperature bias. The bias points to problems in the surface scheme

itself and has already been teported by Viterbo and Courtier (1995) and Christensen et al. (1998). It leads to

systematically overestimation of continental drying in summer time. This temperature bias at noon is removed

partially when using the satellite data. The impact, however, is rather limited, which is related to the rather

conservative estimates of the accuracy of the satellite data as represented by the observation etror (Equation 3).

More tests would be needed to fine-tune the formulation of this error in relation to the model background error.

The most complicating factor in using satellite-derived heating rates to improve surface fluxes in a land surface
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model is the fact that many processes affect the surface temperature and its tendency. The difference in performance
of the scheme between Central Europe and the Iberian Peninsula (Figure 7) is probably to some extend related to
how the aerodynamic coupling between the surface and the atmosphere is being resolved in the model. The spatsely
vegetated surface in the Mediterranean results in different mechanisms for momentum and heat transfer between the
surface and the atmosphere, which is reflected in the gy,/3;,-tatio. For instance, an analysis of directional surface
temperature data by Van den Hurk et al. (in press) revealed that the optimal gy,/z,,ratio for e.g. a Spanish vineyard
area and a Dutch meadowland are much lower than the model value used. This may have resulted in overestimating
the aerodynamic coupling, leading to surface temperatures changes that are too low. Consequently, the scheme

would try to compensate this discrepancy by decreasing the soil moisture content.

The fact that the soil moisture content is not related unambiguously to surface heating rates makes a soil moisture
assimilation scheme based on satellite heating rate observations a difficult task. Ideally, apart from soil moisture
content also aerodynamic parameters should be optimised to get a good match between modelled and observed
quantities. Satellite data alone contain too many degrees of freedom for this exercise, and additional data sources
must be applied in conjunction with the satellite temperature data. As proposed by e.g. Shuttleworth (1998), a -
combination of satellite derived surface temperature, shortwave radiation and microwave data of the top layer soil

moisture content provide a much more powerful set of observations for soil moisture assimilation purposes.
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