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1 Introduction

The eventual detection of the antropogenic climate changes will be based on
a clear picture of the characteristic behaviour of the climate system. The
variability properties of both ocean and atmospheric models have been in-
vestigated in many papers using models of various complexity ranging from
simple energy balance type models (EBM) to full GCMs. The thermohaline
circulation of the oceans is believed to play an important role in determin-
ing the natural variability of the earth’s climate(Bjerknes 1964, Broecker
et al 1985, Stocker and Mysak 1992). Ocean models exhibit characteristic
timescales of the order of ten to several hundreds of years which are connected
to horizontal and vertical overturning transports of salt and heat (Weaver
and Sarachik 1991, Mikolajewicz and Maier-Reimer 1990). From paleoclima-
tological data there is evidence that the conveyor belt in the ocean has indeed
been disrupted from time to time. The best known example is the Younger
Dryas Event. Approximately ten thousand years ago a sudden cooling oc-
curred on a timescale of hundred years, connected to a significant decrease
in the thermohaline circulation and poleward heattransport in the North-
Atlantic. Broecker et al (1985) have suggested that this may be interpreted
as a transition between different equilibrium states of the ocean circulation.
The existence of multiple equilibrium states in ocean models has been shown
in various papers (Bryan 1986, Manabe and Stouffer 1988, Marotzke and
Willebrand 1991). The underlying mechanism is simple and has been demon-
strated with conceptual models of the ocean (Stommel 1961). Tt appears that
transitions between stationary equilibrium states can be triggered easily with
moderate perturbations in the surface fluxes (Marotzke and Willebrand 1991,
Maier-Reimer and Mikolajewicz 1989, Lenderink and Haarsma 1994). Reg-
ular self-sustaining oscillations (Marotzke 1990) and aperiodic fluctuations
(Weaver and Sarachik 1991) have also been found. Frankignoul and Has-
selmann(1976) have shown that adding stochastic terms to the forcing, rep-
resenting the high frequency atmospheric variations, also leads to oceanic
variability on long time scales and a red spectrum of oceanic variables. This
may reflect the role of the ocean as an integrator of heat. All these results
strongly indicate the crucial role of the ocean for the explanation of observed
long-term variations in the climate system.

The water mass distributions and the associated ocean circulation are
forced by fluxes of heat, salt and momentum. These fluxes depend both on



the state of the ocean and on the atmosphere and reflect the fact that the
systems are truly coupled. Atmospheric models are frequently run with pre-
scribed ocean surface temperatures. This can be justified as the atmospheric
time-scale is so much shorter than the one for the ocean. For ocean mod-
els this may cause serious problems as the atmosphere adjusts very rapidly
to changes in the ocean circulation. Nevertheless many experiments with
ocean models have been performed using either restoring or mixed boundary
conditions. However the stability of stationary states, the existence of mul-
tiple steady states and the observed variability in ocean models appear to
depend crucially on the type of boundary conditions applied. This is one of
the principle difficulties when modelling long term variations in the ocean.
The strong ocean-atmosphere coupling induces atmospheric variations as a
response to fluctuations in ocean surface temperatures. These variations will
affect the interface fluxes, leading to positive and or negative feedbacks.

It is possible to run coupled general circulation models, but this is still
extremely expensive and prevents a detailed exploration of the mechanisms
behind the slow fluctuations in the ocean. An alternative approach could be
to develop an atmospheric model that is simple and yet describes adequately
the crucial atmospheric feedback processes to the ocean. This may improve
our knowledge of the coupling processes and in addition may provide the
possibility of seriously studying the ocean dynamics on long time-scales. We
have developed a coupled atmosphere ocean sea-ice model (ECBILT) with
the intention to fullfill the above requirements.

As a first step the model will be used to study the interaction between the
stormtracks in the atmosphere with the area of convection at high latitudes
in the ocean. As shown by Lenderink and Haarsma (1994), the ocean cir-
culation may exhibit a multiplicity of stationary states, which are connected
to the area where convection occurs. With relatively small perturbations in
the surface fluxes it appears possible to trigger transitions from one station-
ary state to another. This leads to decadal oscillations in the strength of
the thermohaline circulation and possibly decadal climate fluctuations. In
particular we will study the role of the hydrological cycle in the coupling
between stormtrack and thermohaline circulation.

This report describes the three components of the model, i.e. the at-
mosphere, the ocean and the sea-ice model. It runs on present generation
workstations. For the Power Indigo Silicon Graphics workstation the coupled
model uses 0.2 hr cpu time for 1 yr time integration.



2 QOutline of the model

The climate model contains three separate subsystems (atmosphere, ocean
and sea-ice), which exchange heat, moisture and momentum. Before dis-

cussing the subsystems in detail we will discuss the cycles of these three
quantities.

2.1 Heat cyle

The heat source for the climate model is the solar radiation. The solar
radiation at the top of the atmosphere goes through a seasonal cycle. Diurnal
variations are neglected. The incoming solar radiation are daily averaged
values. This radiation is partly used for heating of the atmosphere by direct
absorption and for heating of the surface. The surface releases its heat by
the exchange of latent and sensible heat with the atmosphere and by the
emission of long wave radiation. The emitted terrestrial longwave radiation is
absorbed by the atmosphere. The atmosphere also emits longwave radiation
which is partly reabsorbed by the earth. If the climate system is in thermal
equilibrium, the emitted longwave radiation at the top of the atmosphere
will balance the net incoming solar radiation. In the atmosphere there is
transport of sensible and latent heat by convection, diffusion and winds. For
the solid surface it is assumed that there is no heat transport, which implies
a zero heat capacity. In the oceans the heat is transported by convection,
diffusion and the ocean currents. The presence of sea-ice, which is formed
if the sea-water is colder than -2 °C, strongly reduces the heat exchange
between ocean and atmosphere. It also represents a sink of latent heat.

2.2 Hydrological cycle

The model contains a full hydrological cycle. In the atmosphere the transport
of moisture is described by a single equation for the total precipitable water
content between the surface and 500 hPa. Sources and sinks for atmospheric
moisture are evaporation and precipitation respectively. Evaporation over
land and sea are described by bulk formulae. The evaporation over land is
proportional to the soil moisture content. In case of snow or sea-ice cover
the evaporation is replaced by sublimation. Precipitation occurs when the
relative humidity becomes larger than a certain treshold value (usually 80%).



Clouds are prescribed according to the observed zonal mean climatology.
Changes in soil moisture are due to precipitation of rain, evaporation, melting
of snow and run-off. Run-off occurs when the soil moisture content exceeds
a maximum value. The run-off is added to the ocean. The net fresh-water
flux for the ocean is composed of: precipitation, evaporation and run-off. In
case of sea-ice cover the freshwater flux for the ocean is modified by, brine
rejection, sea-ice melt and snow (on top of the sea-ice) melt.

2.3 Momentum cycle

In the atmosphere momentum is generated by differential diabatic heating.
It is dissipated by internal friction and by the transfer of momentum from
the atmosphere to the earth. The ocean currents are driven by surface winds
and by density differences resulting from differential surface fluxes of heat and
freshwater. The momentum of the oceans is dissipated by internal friction.
Because it is assumed that variations in the momentum budget of the earth
can be neglected on the time scales of interest, the momentum of the earth
is taken to be constant. The momentum cycle is therefore not closed.

2.4 Short description of the subsystems

The atmospheric model is a spectral quasi-geostrophic model with three ver-
tical levels. The horizontal resolution is T21. The dynamical part was devel-
oped by Molteni (see Marshall and Molteni 1993). The physical parameteri-
zation is similar to the one described by Held and Suarez (1978). Tt contains
bulkformulae for the exchange of sensible and latent heat and simple schemes
for short and long wave radiation. An advection equation for moisture con-
taining sources and sinks describes the hydrological cycle. The cycle is closed
by equations for soil moisture, snow melt and river runoff. Cloud cover is
prescribed.

The ocean model is an extension of the model described in Lenderink and
Haarsma (1994). The model has spherical geometry and a realistic land-sea
mask. The horizontal resolution is 5.6 degrees and it has 12 vertical levels.
It has a flat bottom. The barotropic and baroclinic components are solved
separately. This reduces the computational cost significantly. Convective
adjustment occurs in case of unstable stratification.



The sea-ice model is a zero layer thermodynamic model (Semtner 1976).
Ice dynamics is not included.

3 Atmospheric model

The description of the atmospheric model is composed of a description of the
dynamics and of a description of the physical parameterisations. The third
paragraph contains the land surface processes, while the time integration is
discussed in paragraph four.

3.1 Dynamics

In the first part of this section the dynamic equations are given. In the second
part the discretisation of these equations is discussed. The third part treats
the parameterisation of the heating and dissipation terms.

3.1.1 Equations

The dynamical behaviour of the atmospheric model is governed by the quasi-
geostrophic equations. These are derived from the primitive equations under
the assumption of small Rossby number R; = f% < 1, where U/ and L are
the characteristic velocity and length scales of the motion respectively and
[ = 2Qsin(¢) the coriolis parameter. Q is the angular velocity of the earth,
¢ is latitude and X is longitude. The basic equations are given below. For
a detailed derivation the reader is referred to Holton (1979) and Pedlosky
(1979). The equations in isobaric coordinates are:

e The vorticity equation:

0

5%+Vu,-V(C+f)+fOD+de8C:—F< (1)
where ( = V29 is the vertical component of the vorticity vector, ¢ is
the streamfunction, V, is the rotational component of the horizontal
velocity, D is the divergence of the horizontal wind, f is the coriolispa-
rameter, f, is f at 45deg North and South, k;V®( is a highly scale



selective diffusion and F; contains the ageostrophic terms in the vor-
ticity equation. It reads:

¢ OVy
F=V,-V D+w=+k-Vwx —= 2
¢ x " V(C+[f)+¢ w8p+ W ap (2)
where V), is the divergent component of the horizontal wind. Estimates
of F¢ will be used to represent the effect of the ageostrophic circulation
on the tendency of the geostrophic vorticity.

e The first law of thermodynamics:

a (oY 0 0 a R
,—( ) Ve v( w>+ Wtk v8< ‘b) kR< ¢>_ “
ot \ dp fo dp op fopcy

| (3)
where 0 = —%g—;’l 1s the static stability, « is specific volume, 6 is the
potential temperature, w = %’f is the vertical velocity in isobaric coor-
dinates, kp is a Rayleigh damping coefficient, R is the gasconstant, p is
pressure, ¢, is the specific heat for constant pressure, () is the diabatic

heating and Fr is the advection of temperature by the ageostrophic

wind.
Fr=V,-V (aw> (4)

op

In the derivation of equation 3 use has been made of the hydrostatic
equation relating the temperature T and the geopotential ¢:

p 9¢
T=—-—— 5
R 0Op 5)
and the "geostrophic’ relation relating ¢ and 1
¢ = fou (6)
e The continuity equation:
ow
D+ —=
t o (7)



Equations (1), (3) and (7) can be combined into one equation for the
quasi-geostrophic potential vorticity ¢ by eliminating w and D:

9 2 1 , ) ([ f,F
—q+Vw-Vq+de8(q—f)+kR—a— (f—f’ﬂ) __LRO <Q>—F 0 ( T)

ot Op \ o Op cp Op \op _O_p o
(8)
where ¢ is defined as:
o 0 _18"(,[‘
_ 2 0 o 9
q <+f+oap<0 ap) (9)

3.1.2 Ageostrophic forcing

The divergent component of the wind can be computed diagnostically from
the vorticity equation or the thermodynamic equation once we know the ten-
dency. From V, and w the ageostrophic terms F¢ and Fr can be computed.
In the computation of the tendency %—lt from the potential vorticity equa-
tion 8 we will use as a first guess the values of Fr and F¢ as determined

in the previous timestep. The tendency (ﬁ>i is computed and the corre-

at
sponding divergent circulation diagnosed. Computing F;- and F¢ from this
divergent circulation a new estimate for <%>: is derived. We iterate until

(%%)f has converged. In practice the adjustments in <%%>, after the first iter-
ation are substantially smaller than 10%. After 2 iterations the adjustments
are smaller than 1%. We usually run the model without iterating.

We have included the ageostrophic terms in order to be able to simulate
the Hadley circulation quantitatively correctly. This has enormous conse-
quences for the strength and position of the jetstream and for the transient
eddy activity.

3.1.3 Model discretisation

The model is spectral with horizontal truncation T21. The vertical discreti-
sation is shown in fig. 1. The model has three vertical levels, at 800 hPa, 500
hPa and 200 hPa respectively, on which the potential vorticity equation (8) is
applied. In deriving the discretized form of eq.(8) , we start from eq.(1) and
eq.(3). The vorticity equation (1) is applied at these three levels, whereas
the temperature equation (3) is applied at the intermediate levels 650 hPa



and 350 hPa. In the subsequence of this paper these layers will be labeled
from 0 to 5 according to figure 1. At the top of the atmosphere (p = 0 hPa)
the rigid lid condition w = 0 is applied. The lower boundary condition for w
is:

C
= ~Pg(FC~ Vo Vh) (10)

where w, = (%’f) is the vertical motion field and (, the vorticity at the top

of the boundary layer for which we take ¢ at 800 hPa, Cy is the surface drag
coeflicient, p; is the density at the surface and Vs the rotational velocity
at the surface, h is the orographic height. Using these boundary conditions,
and the equations (1) and (3) in discretized form at the above mentioned
levels we can derive the discretized equivalent of eq.(8) at the levels 1, 3 and
o respectively. They read as follows:

Jq ‘
% = =V -Vg — kgV¥(q — [) + A% kr Aty + forey
03 - . o8 —27. -21, / .
o = —Vus - Va3 — kgVo(q3 = ) + AT krAtzs — A2k pAvis + forey
dqs _
= —Vus: Vas — kaV(as ~ f) — A%kt + forey (11)
where
= (- /\524\’%3 + f
B3 = G+ A APz — A\ Aty + f (12)
75 = (5+ )\ZQA%.S + f
and
Ay 2RA,
fore, = %or( 2 sz 2APFTQ) - Fa
fop') p
M 2RAp Ay 2RAp
orc = cor + = - /\_2A Fry+ )\_QA F — Fy
forey Yeor(— foDiCy — Q4 e Q2 4 LPprTy 2 “ApFr9) 3
A QRAP -9 Jows
= cor\™ AL TApFE -
forces Yeor fopecy Qa4 + A "ApFry) Fes + Ap (13)

Ap = 300hPa, A3 = 9 — 13, Athss = 1) — Y5, A2 and A4 are the Rossby
radii of deformation appropriate to the 200-500 hPa layer and the 500-800
hPa layer respectively:



/\—‘2 = 0 :
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A 2 = 0 :
! 01(Ap)?

The heating terms Q2 and Q4 and the advection of temperature with the
ageostrophic wind Fry and Fry enter the potential vorticity equation via the
stretching of planetary vorticity (fg—z). Keeping f equal to f, in the stretch-
ing term generates a discontinuity across the equator, because fo changes
sign. We have pragmatically avoided the discontinuity by multiplying the )
and Fr terms in the forcing equations (13) by .., = f/fo

In the computation of w; we assume that (; = {5 and Vys = V5 Finally
we remark that for the computation of the transport of tracers, like moisture,
w; is deduced from the discretized thermodynamic equation by:

ApA7? OAY; , g  ApRQ;
= 2P (Y N VA kgVBAY + ErA, —
T, otV VAU RaVIAG o+ kv - =

for i = 2 and ¢ = 4, where Av; = ¢;_; — ;4. The horizontal divergence is
computed from w by numerical integration from the surface.

Wi

— ApkFpy)

3.1.4 Damping timescales

For the Ekman dissipation we assume

e

where 7 is the Ekman damping time scale, which is assumed to be 6
days. The expression between brackets parameterizes the effect of surface
roughness and the orographic height. The fraction of land within a grid box
is given by LS and

=75 (14+ a1 LS(\, ¢) + aa FH(R)), 14)

FH =1 — exp(—h/1000;

The «; are constants: a; = ay = 0.5.
For the scale selective diffusion coefficient we take:



kp =75'a®(21 % 22)7%, (15)

where a is the earth radius. This results in a damping time scale of
wavenumber 21 of 7p = 2 days.

The Rayleigh damping represents the effect of temperature relaxation
between the levels 1, 3 and 5. For the damping coefficient we have taken
kr=71g', with 75 = 30 days.

3.2 Physics

The diabatic heating in the atmosphere is caused by the radiative heating,
the release of latent heat and the exchange of sensible heat with the earth.
In the following paragraphs we will discuss the parameterisations of these
processes. The release of latent heat is strongly connected with the transport
of moisture and convection, which will be treated in two separate paragraphs.

3.2.1 Vertical profiles

The lowest atmospheric level on which the vorticity is computed is 800 hPa.
The atmospheric boundary layer is not explicitly resolved by the model.
Therefore, in order to compute the heat, moisture and momentum fluxes
between the atmosphere and the earth, assumptions about the temperature,
moisture and wind profiles in the boundary layer have to be made. For the
temperature we assume a linear profile in the logarithm of pressure from
the surface to 200 hPa, isothermal above 200 hPa and passing through the

computed temperatures at 650 and 350 hPa. The temperature at pressure p
1s then given by:

T(p) =Ty + vIn(p/p4)
where
Y Ty — Ty
- In(pa/p4)
The temperature just above the surface will be denoted as T,. The actual
surface temperature will be denoted as Ty. Over land T, is the land surface

temperature and over sea the temperature of the upper ocean layer. In case
of snow or sea-ice cover it is the snow or sea-ice temperature respectively.

10



Using the vertical profile of the temperature expressed above, the ideal gas
law and hydrostatic equilibrium, 7, is given by

*

- Y
T. = \/ 500 — 2};](% — Z500) (16)
where z is the topographic height, 2509 the height of the 500 hPa pressure
level and Ty the temperature at 500 hPa. The 500 hPa geopotential height
is computed from the streamfunction at 500 hPa by solving the linear bal-
ance equation. In the atmospheric model, the global mean value of 500 hPa
geopotential height is undetermined. We assume a value of 5500 m which is
in accordance with the standard atmosphere.

The temperature T, computed in this way is considered as the atmo-
spheric temperature at anemometer level. For the moisture we assume that
the relative humidity is constant from the surface to the 500 hPa level, The
surface wind V) is estimated by 0.8(V,s + V'Xs).

For the computation of the diabatic heating the atinosphere is divided
in two layers between the surface and 500 hPa, and 500 hPa and 200 hPa.
They will be denoted the lower (subscript ) and the upper (subscript )
layer respectively.

3.2.2 Radiation

The radiation is divided in two bands: a shortwave radiation band for the
solar radiation and a longwave radiation band for the terrestrial radiation.

The absorption and scattering of shortwave radiation is simplified by ne-
glecting multiple scattering. Fig. 2 shows the simplified radiation scheme.
Reflection occurs only at the top of the atmosphere and the surface. Ab-
sorption in the atmosphere is parameterized as a fraction of the incoming
solar radiation at the top of the atmosphere. The reflected sunligth from the
surface is reemitted into space.

The incoming solar radiation Q, is given by

Qo = Sccos(Z),

where S is the solar constant and Z the daily averaged zenith angle. This
1s computed by:

11



1 .
cos(Z) = o (sin(¢)sin(0)(HA; — HA,))
v
where ¢, 0, and HA are latitude, declination and hour angle, respectively
(Sellers 1965). H A, is the time of sunrise and H A, the time of sunset.

The absorption of shortwave radiation SW in the upper and lower layer
is given by:

SVVu = (1 - Ta)XuQO)
SVV! = (l - 70)<1 - XH)XlQO7

where r, is the reflection coefficient at the top of the atmosphere and v, and
X: the absorption coefficients of the upper and lower layer respectively.
The absorption of SW at the surface is given by:

SI'VS - (1 - Ts)(l - Xu)(l - Xl)(l - T(l)Qoa

where 7 is the surface albedo. r,, x, and Y, are given as a function of
latitude and time of the year. The surface albedo 7, is determined by the
surface characteristics. The different types of surface are land, snow, ocean
and sea- ice respectively. The albedos for each surface type are a function of
latitude and time of the year.

The longwave radiation (LW) at the interfaces of the layers (see figure 2)
is computed according to the parameterization of Held and Suarez (1978).
Assuming a constant profile for moisture and the trace gases, they param-
eterized the LW as computed by the radiation scheme of the GCM of the
GFDL. The LW was parameterized as a function of the vertical structure of
the potential temperature:

LW; = a;(8) + b;(6)8 + c;(0)AT, i = 1, 2

where § = 0.5(0, + 64), 6 = 0.5(6, — 6;) and AT = T, — T,. LW; repre-
sents the different components of the longwave radiation as depicted in fig.
2. The downward flux of LW at the surface LW, is computed with the
parameterization of Holtslag and van Ulden (1983):

LW, = C10TS + C, f,

12



where o is the Stefan-Boltzmann constant and f, the cloud coverage. The
coefficients ¢, = 9.35%107°K~? and Cy = 60 Wm~2 are empirical constants.
For f. we have taken the zonal averaged values from Peixoto and Oort (1993).
The LW emitted by the earth surface is o7

3.2.3 Moisture

Changes in the specific humidity are described by a single equation for the
total precipitable water content between the surface and 500 hPa. Above
500 hPa the atmosphere is assumed to be completely drv.

% - _v.‘i : (‘7(1(1(L) + E - P»

ot

where 4o 1s the total precipitable water content between the surface and 500
hPa, l the transport velocity for ¢,, E evaporation and P precipitation.
For the horizontal component of V, 60 % of the sum of the geostrophic and
ageostrophic velocity at 800 hPa (1 5) is taken. The vertical component of Y
1 ws00, which is calculated as the average of wy and wy.

Because above 500 hPa the atmosphere is assumed to be dry, moisture
which is advected through this plane by the vertical velocity w is removed
by precipitation which falls through the underlying layer.

Below 500 hPa precipitation occurs when ¢, > 0.8Gmer where ¢pq. is the
vertically integrated saturation specific humidity below 500 hPa. Water is
precipitated in case of undersaturation because the precipitation criterion
applies for gridbox averaged values for which complete saturation never will
OCCUT. e, 18 computed from

1 [500KPa dp -
Qmaxr = _/ qs(T7 p)? (1 l')

w Y PO

where po denotes the surface pressure and p, is the density of water. The
surface pressure pg is computed from

T. — T,
po—p4exp( » )

The saturation specific humidity ¢, is computed from the saturation
vapour pressure e

13



where
T — 273

s(T) =611.2exp(17.67————m
e(T) xp(17-677—55756)
is an approximate Clausius-Clapeyron relationship for e, (Stull, 1988) and
m'l}
€= —,
My

where m, and my are the moleculair weigths of water vapour and dry air
respectively.

The integral (17) can be evaluated analytically and expressed in terms
of exponential integrals. Since these exponential integrals are numerically
rather expensive, ¢n,, is tabulated for a range of values for the temperatures
at 350 hPa, 650 hPa and the temperature above the surface. The values of
Zmar are linearly interpolated inside the temperature intervals.

The relative humidity r is assumed to be constant throughout the Jower
atmospheric layer and is given by

a

(Jm arx

T =

By definition then, the specific humidity q as a function of pressure is
given by
4(p) = rqs(p)-

The amount of precipitation is given by:

Ag, = (qa — 0.8¢mac)

1+ TpwLeg dgmag ’
CpApl dT4

where L. is the latent heat of condensation. The precipitation is released
during one time step At, so the rate of precipitation P is %"f. The term
in the denominator is a correction to account for the heating of the lower

atmospheric layer by the condensation of water vapour. The derivative of

14



Jmaez With respect to the temperature of the lower atmospheric layer Ty is
estimated from the tabulated values of ¢,,,, by finite differences.

The release of latent heat due to precipitation is L.Aq,. If the surface
temperature is below 0°C’, we assume that the precipitation is in the form of
snow which implies that the phase change is from water vapor to ice so that
L. is replaced by the latent heat of sublimation I.,.

The evaporation over sea is given by

Esn,t - /)a,C'dH/;"(qs (Poa Ts) - (J<p07 T*))

where p, is the air density, Cy is the drag coefficient and [Vy| the absolute
value of the wind speed at anemometer level. Over land the evaporation is
reduced proportional to the soil moisture content (see section 3.3.2).

3.2.4 Convective adjustment

For unsaturated situations convective adjustment occurs when the vertical
temperature gradient %— exceeds the dry adiabatic lapse rate

9
Iy ==.
Cp
In saturated situations the moist adiabatic lapse rate
1+ e
Fs — Fd RT

1+ Sgs
at 500 hPa is used.

After the convective adjustment it is again checked if o > 0.8¢mas. If
this is the case there will be additional precipitation. In the remainder this
will be called convective precipitation in contrast to dynamic precipitation
which is due to supersaturation caused by large scale geostrophic motions.
The latent heat due to this convective precipitation is released in the lower
layer and is directly used to compute a new temperature distribution. For
this new temperature distribution the convective adjustment procedure is
applied again. This starts an iterative process which stops if the stratification
is stable and g, < 0.8¢ynq;. This happens usually within three iterations.

15



3.2.5 Sensible heat

The surface flux of sensible heat SH is given by

SH = pacpcdl";l(Ts - T*)

3.2.6 Diabatic heating

The diabatic heating is computed from the various diabatic processes as
follows:

9

y = LW, — LW, + SW, + LH,

Q2 - Apu( 2 1+ u t+ )

Qi = —2—(oT! — LW, — LW, + SWi + LH, + SH)
r:pAp[ '

See fig. 2 for the symbols of the different terms in the longwave radiation.
LH, and LI, refer to the release of latent heating in the upper and lower layer
respectively. Here the latent heat release is due to dynamic and convective
rain. The sensible heat SH is released in the lower layer. Ap, and Ap; are the
layer depths of the upper (300 hPa) and lower (500hPa) layer respectively.

3.2.7 Temperature

From the distribution of the quasi-geostrophic potential vorticity ¢ the hor-
izontal temperature distribution at level 2 and 4 can be computed from
eq.(12), eq.(6) and eq.(5). Using eq.(6) relating ¢ and ¢, however, resulted in
problems along the equator because of the discontinuity in f, at the equator.
We therefore used the linear balance equation instead.

V2 =V - (fV).

Because of the Laplacian in eq.(12) ¢ determines 1 except for a constant
value. This implies that the horizontal globally averaged temperature cannot
be computed from the potential vorticity distribution. The global mean

temperature for each layer is therefore directly computed from the diabatic
heating:

16
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for i = 2,4, where Ty;; and Q,y; are the globally averaged values for temper-
ature and diabatic heating at layer i respectively. In the diabatic heating,
however, only the component due to the dynamic rain is used. The convective
adjustment procedure, including the temperature increase due to convective
rain, modifies the values of Ty;;. The new values of Thy; are computed di-
rectly after the convective adjustment procedure by globally averaging the
new temperature distribution.

3.3 Land surface processes
3.3.1 Surface temperature

We compute the land surface temperature 7, from the assumption of zero
heat capacity of the surface, which implies a zero net heat flux F, between
the atmosphere and the land surface:

Fo=-SW, - LW, + LH,+ SH — 0T} =0 (18)
where LH; is the cooling of the surface due to evaporation:
LH, = E, L, (19)

E, is the evaporation over land and is discussed in the next section. If
Ts < 0°C, L in eq.(19) is replaced by L, the latent heat of sublimation.
Because LH; and SH also depend on T, T, is solved iteratively.

3.3.2 Soil moisture

A source for soil moisture is the precipitation of rain. As already mentioned
in section 2, If Ty > 0°C' the precipitation is in the form of rain (F) If
the surface temperature is below 0°C the precipitation is in the form of snow
(Ps). Snow will become a source of soil moisture in case of melting of the
snow cover (M;). Sinks of soil moisture are evaporation (E,) and run-off
(R,). Horizontal and vertical transport of soil moisture is neglected. The
equation for the total soil moisture content W is therefore:
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pwm—V:PT+N[S—Ew—Ro
ot
where p,, is the density of water.

If snow covers the soil, no evaporation of soil moisture is allowed. It is
assumed that the rain falls through the snow. The land surface has a uni-
form soil moisture capacity W,,,.. The soil moisture evaporation is linearly
dependend on the soil moisture content:

W

max

where F is the evaporation over sea (see section 3.2.3). If W becomes

larger than W4, W is reset to W,,,, and the difference added to the river
runoff R,. f W < W00, R, = 0.

Ew - Esat,

3.3.3 Snow cover

Accumulation of snow occurs if T, < 0 in case of precipitation. Ablation of
snow is caused by snow melt and evaporation. The resulting equation for the
snow depth H; is:

OH,
ot
where F is the sublimation of snow. p;, is the density of snow. Snow melt

occurs if T, computed in eq.(18) is above 0°C'. The rate of snow melt is
computed by

Ps = ps - Es - A{s

F[)a

Ly
where Fp, is the net heat flux between snow and atmosphere computed by
eq.(18) for T, = 0°C. Ly is the latent heat of fusion of snow.

M, =

I

3.4 Time integration

The equations (11) for the quasi-geostrophic potential vorticity are solved
using a fourth-order Runga-Kutta scheme. The physics is computed on grid-
points at the gaussian grid. The equations for atmospheric moisture, globally

averaged temperature, soil moisture content and snow cover are integrated
using a forward scheme. The time step is 4 hrs.
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4 Ocean model

4.1 Basic equations

The model equations are given by the heat and salt budgets, continuity equa-
tion, a quadratic equation of state, the hydrostatic approximation, and the
horizontal momentum equation.

e Heat and salt budget:

or 0 ) o0*T . -
—_ - (u — (' = kK = p— ‘ i
o T V- (uT)+ 9 (wT) KRV T + Ky oz T F' + D" 20)
oS 0 ) %S s s

— « (1 — (1w — ~ 2 Q . A A /2-
0t+V (uS)+aZ(uS) Y b+nvazg+F + D” 21)

where T is temperature and S is salinity. F and D represent the
atmospheric forcing and deep water formation process respectivelv. w,
and «, are the horizontal and vertical eddy diffusivities respectively.

e Continuity equation:

0
o+ Veu=0 (22)
e [Kquation of state:
P(S,T) = pyu + ksS + kp(T — T™)? (23)

where p,,, = 1001,3263 kg m™3 K=2, kg = 0.7739 kg m~3 per promille,
kr = —0.00471 kg m™3, T™ = 265.42 K. The units of T and S are
Kelvin and PSU (promille) respectively. This equation of state is a fit,
linear in S and quadratic in T, to the UNESCO formula (1981) and is
designed to represent the horizontal pressure gradients reasonable well.
The pressure dependency has been ignored.

e Hydrostatic equation:

dp
_— = 2/
o pg (24)
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e Horizontal momentum equations:

ou B -1 dp 9 g, Ou

E‘T—fz) = “poacosgba\“'_yv u+(—9;(/~c£)

v -10dp 9 0, Ov

bl — 2r Z 9
ot +Ju Pol O Vv 82(&32) (25)

where v and & are the horizontal and vertical eddy viscosities respectively.
The kinematic boundary condition at z = 0 is the rigid lid approximation
w = 0. Using the hydrostatic equation p can be written as

p(/\a ¢)> ’:) = ps()‘: d)) + p*)

where p; is the surface pressure and
. 0
p ==)( p(A, &, 2)gdz

4.2 Atmospheric forcing

The ocean circulation is forced by surface fluxes of heat, freshwater and
momentum. The heat flux between ocean and atmosphere is computed in
the same way as the heatflux between atmosphere and land and is given by
Fq (see section 3.3.1 equation (18)). Here T, is the temperature of the ocean
surface layer. The total freshwater flux into the oceans is:

F,=P—-E+R (26)

where P is precipitation, E evaporation and R is river run-off.

For computing the river run-off, the land surface is divided in a num-
ber of basins BL; representing the drainage areas of the major rivers. The
integrated run-off of a land basin BL, is added to an ocean basin BO; rep-
resenting the coastal seas adjacent to a river delta. The correspondence
between land and ocean basins is one to one: each land basin corresponds
with one ocean basin. Fig. 3 displays the distribution of the land and ocean
basins respectively. The transfer of run-off from land basins to ocean basins
occurs without time delay: each time step the total run-off of a land basin is
added to the corresponding ocean basin.
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For forcing the ocean model the freswater flux is transformed into a virtual
salt flux:

9S,  S.F,

ot h

where S; and h, are surface salinity and depth of the surface laver respec-
tively. Because the salinity changes induced by the freshwater flux are small
in respect to the total salinity, the virtual salt flux can be approximated by:

dS, SeFy o
or hy (27)

This formulation of the virtual salt flux in equation (27) does not guarantee
that the global mean virtual salt flux is zero in case of a zero global mean
fresh water flux. The imbalances generated during one vear of the integration
are compensated by adding a constant correction term during the following
vear. Replacing S, in the r.h.s. of equation (27) by the mean salinity of the
ocean S,, would eliminate the problem. This, however, generates unrealistic
virtual salt fluxes in places where the surface salinity strongly deviates [rom
the mean salinity, which is the case at high latitudes.

Formation of sea-ice causes an additional salt flux into the ocean due to
brine rejection. Melting of sea ice causes a negative virtual salt flux. The
virtual salt flux B due to the growing and melting of sea-ice is given by:

AT
Po hy ot

B = (28)
where h; is the ice thickness, S; the salinity of sea-ice and p; and p, are
the mean densities of sea-ice and sea-water respectively. In case of sea-ice
cover the precipitation will be in the form of snow and will contribute to the
accumulation of snow over the sea-ice. However if the sea-ice or the snow on
top of the sea-ice is melting, the precipitation is in the form of rain and is
assumed to fall through the sea-ice layer.
The atmospheric windstress is computed by the following drag law:

7 = —paCa|Vi| Vi (29)



4.3 Splitting in barotropic and baroclinic modes

The momentum equations are split into a barotropic (depth averaged) and
a baroclinic part (deviation from barotropic velocity). The rigid lid approxi-
mation eliminates fast external gravity waves and makes the barotropic part
of the momentum equations divergence free. This enables to introduce a
streamfunction. Taking the curl of the barotropic momentum equation re-
sults in a prognostic equation for the streamfunction in which the surface
pressure is eliminated. The baroclinic momentum equation also does not
contain a dependency on the surface pressure.

The barotropic mode is defined by:

L d 3
o = — z 0
i H/_Hu (30)

L d 31
vo= ﬁ/_HUW (31)

where H is the depth of the ocean basin. A barotropic streamfunction 1 can
be defined:

0_18¢1/) = *HTL
(acosg)™ 'Oy = Ho

Integrating the momentum equations vertically we get:

ou L 9 _ K Ou
ot - v o= poaH(oseS/H O\ FvViEdz + H 0z E
ov . -1 0 dp K Ov
_8_t+fu = ol - (ad)d0+1/V v)dz + 79, |

With a constant depth H the | and the V2 operator can be reversed.
The windstress is given by:

Ju Ty
T o= =
0z Po
v Ty
'
0z Po
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The bottom stress is neglected.
Using the definition of the barotropic streamfunction 1 we get:

L0 O

—a 81‘.(8(/5) — flacosg) 'Oz =
— 0
e o B e
(acos d) ;)ZZ) fa~ 'O, =
i}l VIOH g—z(h + vV (acos 0) " O + %

By taking the curl of this set of equations an equation for the barotropic
streamfunction ¢/ is obtained. This operation eliminates not onlv the surface
pressure dependency but also the density dependency if I is assumed to be
constant. The Laplacian friction term is replaced by a linear friction term.

) —
vV = —K,l

A Laplacian friction would have given an V%-term in the barotropic strcam-
function equation. This term cannot be resolved accurately by the coarse grid
(An artificially high diffusion constant has to be chosen in order to resolve
the boundary current). In addition, the solution of the barotropic stream-
function by direct elimination is hardly feasable on a global grid if a V¥-term
is used.

Eliminating the local time derivative results in the Stommel equation for a
wind driven barotropic flow:

9f 9 K-Vx7

RVl _ 32
" ¢+a 2cosp ON Po (32)

The baroclinic mode is defined by:

U=u—1u (33)
This eliminates the surface pressure p;
ou -1 0 Jp* a, ou
— - fi = —— —dz] + vV + = (k— 34
ot U= poacos¢ 8/\ H/H oA * (h ) (34)
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4.4 Discretization

The system is discretized on a Arakawa B-grid. The horizontal position
of the scalar and vector points is shown in fig. 4. On the scalar points
the temperature, salinity, density, and the barotropic streamfunction are
computed. On the vector points the horizontal velocity components u and v
are computed. The model has 12 vertical layers of 30, 50, 80, 140, 250, 350,
400, 450, 500, 550, 600 and 600 m. The vertical velocity w is computed at
the intersection between two layers. The atmospheric forcing is added to the
two top layers.

For the Arctic ocean and a few shelf seas like the Mediterranean sea
and the sea of Ochotsk, the momentum equations (25) are onmitted and in
the tracer equations (20) and (21) only the diffusive terms and atmospheric
forcing are retained. This is done because of the coarse resolution of the
ocean model which inhibits a faithfull simulation of the ocean currents in
these small seas. The depth of these diffusive "lakes” is set at 1000 m. Theyv
exchange heat and salt with the ocean through diffusivity. The diffusion
coefficients for the diffusion in the "lakes” and for the exchange with the
ocean can be chosen independently of the diffusion coefficient of the ocean
model. The location of the lakes is depicted in fig. 3.

4.4.1 Boundaries

The land-sea boundary is put on the vector points. The no slip condition
and the no normal flow condition are employed, i.e. the velocities u and v
are set to zero on the land-sea boundary. There is no flux of heat and salt
across the boundary. For the horizontal advection this is achieved by the no
normal flow condition. For horizontal diffusion the normal derivative of the
tracer is set to zero.

For the barotropic mode the value of the streamfunction v is imposed
(zero except for islands) for those vector-points which are surrounded by at
least one boundary vector point (see fig. 4). Consequently, scalar points
near the boundary at sea exist where the boundary value of the barotropic
streamfunction is imposed. This is consistent with the no slip/no normal
flow condition.

Due to the absence of bottom topography the Antarctic circumpolar cur-
rent will be strongly underestimated. In order to correct for this deficiency
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the boundary value of the streamfunction ¢ at Antarctica is set to gener-

ate a barotropic mass transport of 100 Sv through the Drake passage in the
absence of wind forcing.

4.5 Time integration
4.5.1 Barotropic mode

The barotropic mode is not integrated in time but is solved as an equilibrium
response to a given wind forcing. Hereto, eq.(32) is discretized on the scalar-
points. This vields a linear set of equations Ay = b. The matrix A is a
sparse band matrix and is only dependent on the geometry of the problem
and does not change during the time integration. This set, including the
boundary conditions, can be solved directly by elimination. Hereto, a LT -
decompostion of A is made once, and the system LV = b, U¢r = b is solved
every timestep. (This procedure can only be applied if A is a matrix with
a relatively small bandwidth. A V* operator in the barotropic vorticity
equation doubles the bandwidth compared to the V2 operator and makes
a direct solvage of the barotropic vorticity equation by elimination hardly
feasable on a workstation)

4.5.2 Baroclinic mode

In the model, the baroclinic mode is defined different from eq.(33). Instead
the k'*-baroclinic mode in the model is defined by:

’l]k = Ul — Ul-1 ((5:))

where uy is the velocity at level k. The used definition of the baroclinic mode
facilitates the computations in the model for this mode. The equations for
the k*-baroclinic mode become

(%Lk . -1 app 9 A

— —fiy = ———=—F 4+ vV + M,

ot Jox Po COS P OA UV

af)k . -1 8pp 9 4

— . = — Oy + M, 36
5 + fuy poa0¢+uv U + (36)

Here, M, denotes vertical diffusion and

Pkt pr—1 hy 4 gy
L P) 2
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where it is assumed that the density varies linearly between the two levels.

The timestepping is forward for the diffusive terms and backward for the
coriolis term.

4.5.3 Distorted physics approach

The coupled system of denstity and momentum equations is capable of pro-
ducing internal gravity waves. The first internal gravity mode has a tyvpical
velocity of 3 m/s. This would limit the size of the timestep in the tracer (T
and S) equations to half a day. In order to slow down the phase speed of these
waves an asynchronous (K. Bryan, 1984) timestepping procedure can be ap-
plied. This procedure is commonly employed in ocean models. Basically, this
procedure consist of integrating an alternative momentum equation together
with the unaltered tracer equations:

0'04/\' -1 Op 2
—fUuy = ——— + vV + M
Oty S Do COS ¢ O b Y
813‘. —1 8p 9
—— +fuy = ——=—+ vV + M,
o, T = ads ‘
where t; = t/a and o > 1. This alternative system can be considered

a distorted physics system. Tn the distorted physics system the velocity
adjusts slower to the density field compared to the undistorted svstem. For
the distorted system it can be shown that the internal gravity modes and the
baroclinic Rossby modes slow down a factor Vo and o respectively (Bryan,
1984). The large scale slowly changing geostrophic mode, important for
climate studies, is largely unaffected by the distorted physics approach. The
Rossby number is the ratio between the local derivative and the coriolis term

u*/t*
R, = .
fux
Typical values for the large scale ocean circulation are #* = 1 vear, f =

107" and u* = 10~'m/s, yielding R, = 10~%. Given these scales it might
be expected that, even with @ = 100, a geostrophic flow in the distorted
physics system remains mainly geostrophic. The distorted physics method,
however, should be handled with care if fast small scale changes are consid-
ered.



Modelling the distorted physics system is easily achieved by taking a

smaller (factor «) timestep in the momentum equation of the undistorted
system.

4.5.4 Heat and salt budgets

For the timestepping of the heat and salt budget equations a Leapfrog method
is used for horizontal advection and a forward time stepping procedure for
horizontal diffusion, vertical diffusion, and vertical advection.

4.5.5 Deep water formation

To represent the deep water formation process a convective adjustment pro-
cedure is employed after each timestep. Starting from the uppermost two
levels it is checked if they are unstably stratified and in that case the two
levels are completely mixed for T and S. The mixing process conserves the
total heat and salt content of the two levels. Next, the same procedure is
applied to the second and the third level. This process is repeated until the
lowest level is reached. Note that this procedure does not garantee complete
stability of the whole column. In order to decrease the remaining unstability
the whole convective procedure can be repeated a few times. One should
keep in mind that the time scale of the convective process is dependent on
the time step of the budget equations.

5 Sea-ice

Sea-ice is formed if the ocean temperature drops below -2 °C. Sea-ice affects
the heat budget of the ocean and the atmosphere by strongly reducing the
heat exchange between those two subsystems. The salinity budget of the
ocean is affected by sea-ice by means of brine rejection and melt water. The
effect of sea-ice on the momentum transfer between atmosphere and ocean
is neglected.

The sea-ice model is based on the zero layer model of Semtner(1976). This
model computes the thickness of sea-ice from the thermodynamic balances
at the top and the bottom of the ice. A schematic diagram of the ice model
is depicted in fig. 5. The ice model consists of a single layer of sea ice with a

S
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variable thickness H;. On top of the ice there is a layer of snow with thickness
H,.

At equilibrium there exists a balance of heat fluxes at the top and the
bottom of the ice layer:

F,—F, = 0 (37)
F,—F, = 0 (38)

where F; is the atmospheric heat flux at the top of the ice, F, the conductive
heatflux through the ice and snow layers and F, the heat flux between the
ocean and the bottom of the ice.

The conductive heat flux F; is assumed to be linearly dependent on the

ice thickness and the tempearture difference between the top and the botrom
of the ice layer:

‘mm+mm(
where H; is the ice-layer thickness, H, the snow-layer thickness and k; the
thermal conductivity of ice, ky the thermal conductivity of snow and T, the

bottom temperature of the ice-layer. T} is equal to the freezing point of sea
water.

T, - T) (39)

S

The oceanic heat flux Fj is assumed to be proportional to the temperature
difference between the mixed layer and the bottom of the ice slab:

Fy=WT, - T) (40)

where T, is the ocean temperature in the mixed layer beneath the ice and b

the exchange coefficient.

The flux balances (37) and(38) are maintained by changing T, and by
melting and ablation at the top and bottom of the ice layer respectively.

If the computed value of Ty is > 0 °C, it is reset to 0 °C. The resulting
imbalance between F,, and F; will be used to melt the ice or snow.

The change in the ice thickness is given by

dHi (F(I,—Fs) (Fs_Fb) ,
: — 41
AT L, I, )
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where p; is the density of sea ice. The first term at the r.h.s. is due to
melting, the second term due to ablation or accretion at the bottom of the
ice. If the sea-ice is covered with snow this will melt first

dH, (F, - Fy)

— = 42
ps I (42)

where p; is the density of snow.

6 The coupled model

The time step of the atmospheric model is 4 hrs, whereas the ocean model
has a time step of 1 day, implying 6 atmosphere time steps for one ocean
time step. During these 6 time steps the ocean surface is kept constant,
The fluxes of heat, moisture and momentum across the ocean surface are
integrated during this period and used during the next time step of the
ocean model. The time step of the sea-ice model is chosen to be equal to
that of the atmosphere model.

The horizontal discretization of grid points in zonal direction (5.625 de-
grees) is the same for the scalar gridpoints (T, q, S) of the atmosphere and
ocean model. In meridional direction the discretisation is slightly different
because of the difference between a regular lat-lon and a Gaussian grid. In
this case the values have to be interpolated. The wind speed of the atmo-
sphere has to be interpolated to the vector points of the Arakawa-B grid of
the ocean model. The sea-ice model is computed at the scalar points of the
ocean model. The land-sea mask is shown in figure 4.
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7 Figure captions

Fig. 1: Vertical discretisation of the atmosphere model
Fig. 2: Radiation scheme of the atmosphere model

Fig. 3: Land-sea mask, lakes and run-off basins.The lakes are in light shad-
ing. The run-off basins are indicated with the corresponding capital letters.

Fig. 4: Horizontal grid of the ocean model

Fig. 5: Schematic representation of the sea-ice model
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Figure 3
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